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Aims

Computational models of dynamic meaning in di-
alogue
Computational models of symbolic and perceptual
meaning

Traditional formal semantics

Model-theoretic semantics does not deal with percep-
tion and dynamic meaning.

#1: What is the norm for set membership?
This is a green ball.

True if in a given model the referent a37 is a mem-
ber of a set containing green objectsF(green) ={. . . ,
a37,. . .}.

#2: Norm affected by perception (geometry)
The chair is to the left of the table.

True if in a given model the referents a56 and b61 can
be found in the set of pairs defined byF(left) = {. . . ,
〈a56,b61〉,. . .}.

#3: Competition of norms: geometryvs. function
The umbrella is over a man.

#4: Dynamic norm
A: I like bears.
. . .
A: That’s a nice bear.
B: Yes, it’s a nicepanda.
A: Panda.

Grounding language in vision

Conceptual categories (a cup) are defined by action
and perception (Roy 2005, p.190).

No account of how distributional and categorical
meaning is:

• composed;

• reasoned about;

• compared;

•modified: refined or generalised.

Type Theory with Records (TTR)

Types are intensional categories.

Perception is assignment to types.

Agents may have different type systems.

a : Apple
Proof objects : Type

Types may have a more complex structure:record
types.



















x : Ind

ca−shape : apple-shape(x)

ca−colour : apple-colour(x)

ca−taste : apple-taste(x)

ca−smell : apple-smell(x)



















Proofs objects of record types arerecords which in-
clude sensor readings (verification).









a = ind26

srimg = [[34,24],[56,78]. . . ]

cs f = [[45,78],[63,12]]
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a : Ind

srimg : RVectorn

cs f : prf(sfocus(srimg,a))









Functions are applied to records of the required types:

λ r:













a : Ind

srimg : RVectorn

cs f : prf(sfocus(srimg,a))

π : ClassifierKnowledge













. . .
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ca−shape=













a = r.a

srimg = r.srimg

cs f = r.cs f

π = r.π













: f (r.srimg, r.π,r.a)















)

Classification is a mapping from sensory readings to
types:

f (r.srimg, r.π,r.a) =

{

apple-shape(r.a)∨
¬ apple-shape(r.a)

If something is apple-shaped, it might be an apple (cf.
enthymemes).

λ r:

[

a : Ind

ca−shape : apple-shape(a)

]

. . .

(
[

capple : apple(r.a)
]

)

The more constraints can be verified/grounded, the
higher the certainty that an individual is an apple.

TTR and dynamic meaning

The meaning in TTR can be updated as agents inter-
act in dialogue.
Each agent has its owntake on a situation.
Agents coordinate meaning.

Coordinating perceptual knowledge

R: The chair is to the left of the table.
H: The chair is behind the table.
R: OK.

Initially, the robot classifies every relation as “to the
left of”.



























a : Ind

b : Ind

la : loc(a)

lb : loc(b)

π : ClassifierKnowledge

crel : f (la,lb,π) =

{

left(a,b)



























The corrective feedback from a human is used to up-
date the relation type:

π ′ = retrainclassifier(π, la, lb, behind)

f (la,lb,π) =

{

left(a,b)∨
behind(a,b)

Coordinating symbolic knowledge

The robot does not know about tables yet and the per-
ceptional knowledge alone may not be enough to dis-
tinguish between tables and chairs.













a : Ind

cch : chair(a)

cot : class(a,furniture)

cosh : chair-shape(a)













R: This is a chair.
H: No, it’s a table.
R: A table.
H: One sits on a chair but one keeps food
on a table.
R: Aha.

The object shape classifier is updated so that it also
evaluates to table-shape(a) (π ′ = retrainclassifier(π,
RVectorn,table)) and a new record type for tables is
created. New categorical type constraints are also
added.



























a : Ind

b : Ind

cch : chair(a)

cot : class(a,furniture)

cot : class(b,human)

cs : providessupport(a,b)

cosh : chair-shape(a)





















































a : Ind

b : Ind

ctb : table(a)

cot : class(a,furniture)

cot : class(b,food)

cs : providessupport(a,b)

cosh : table-shape(a)



























Categorical world knowledge is useful for directing
visual search and modelling object affordances.
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