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#### Abstract

In this paper we investigate the problem of grammar inference from a different perspective. The common approach is to try to infer a grammar directly from example sentences, which either requires a large training set or suffers from bad accuracy. We instead view it as a problem of grammar restriction or sub-grammar extraction. We start from a large-scale resource grammar and a small number of examples, and find a subgrammar that still covers all the examples. To do this we formulate the problem as a constraint satisfaction problem, and use an existing constraint solver to find the optimal grammar. We have made experiments with English, Finnish, German, Swedish and Spanish, which show that 10-20 examples are often sufficient to learn an interesting domain grammar. Possible applications include computer-assisted language learning, domainspecific dialogue systems, computer games, Q/A-systems, and others.


## 1 INTRODUCTION

The mainstream trend in NLP is towards general purpose language processing for tasks such as information retrieval, machine translation and text summarisation. But there are use cases where we do not want to handle language in general, but instead restrict the language that our systems can recognise or produce. The reason for restricting the language can be very high precision, e.g., in safety-critical systems, or in order to build domain-specific systems, e.g., specialpurpose dialogue systems.

For our experiments we use the Grammatical Framework (GF) (Ranta, 2009b; Ranta, 2011) as the underlying grammar formalism, but the main ideas are transferable to other formalisms such as HPSG, LFG or LTAG. The main requirement is that there is a general purpose resource grammar, such as the Resource Grammar Library (RGL) (Ranta, 2009a) for GF.

### 1.1 Use Case: Language Learning

One use case is language learning - to create a tool that can help language teachers create grammar exercises for their students. We want a system that can suggest new exercises based on a certain grammatical topic. One exercise topic could focus on gender and

[^0]number agreement, another topic on relative clauses, while yet another could focus on inflecting adjectives or adverbs.

Each exercise topic is defined by a specialised grammar that can recognise and generate examples that showcase that topic. Creating those grammars directly requires experience in grammar writing and knowledge of the grammar formalism. However, language teachers usually lack these skills. So, our idea is to let the teacher write down a set of example sentences that show which kind of sub-language they have in mind, and the system will automatically infer a suitable grammar.

The optimal final grammar should cover and generalise from the given examples, but at the same time it should not over-generate and should instead reduce the ambiguity as much as possible. These are contradictory requirements, so the best we can hope for is a good compromise.

### 1.2 Use Case: Domain-specific Applications for Interlingual Communication

Another use case for our research is domain specific applications, such as dialog systems, expert systems and apps to support communication in situations where participants do not share a common language. These situations are common in healthcare, especially when involving immigrants. Here misunderstandings
can cause serious problems.
In the development of such systems, the computational linguists who are specialists on the technological side have to collaborate with informants who have deep knowledge of the language. The domain is established by discussing example sentences. These sentences can be automatically translated into a domain-specific grammar, which can be refined by generating new example sentences based on the grammar and receiving feedback about them from the informants.

Such an iterative, example-based, development of application-specific grammars allows for close collaboration between the parties involved. The result is a high quality domain-specific application.

## 2 BACKGROUND

We cannot claim independence from related work both from past and current research. There is a long history of grammar development and grammar learning. Furthermore, using constraint solving for related problems is not an uncommon approach.

### 2.1 Previous Work on Grammar Inference

Grammar Inference. There has been a lot of work on generic grammar inference, both using supervised and unsupervised methods (see, e.g., overviews by (Clark and Lappin, 2010) and (D'Ulizia et al., 2011)). Most of these approaches focused on context-free grammars, but there has also been work on learning grammars in more expressive formalisms (e.g., (Clark and Yoshinaka, 2014)).

Data-oriented Parsing. (DOP) (Bod, 1992; Bod, 2003; Bod, 2006) is an alternative approach. The grammar is not explicitly inferred, but instead a treebank is seen as an implicit grammar which is used by the parser. It tries to combine subtrees to find the most probable parse tree. The DOP model is interesting because it has some similarities with our approach (see Section 7 for a more in-depth discussion).

Sub-grammar Extraction. We do not want to hide the fact that there has been previous work on subgrammar extraction (Henschel, 1997; Kešelj and Cercone, 2007). Both articles present approaches to extract an application-specific sub-grammar from a large-scale grammar focusing on more or less expressive grammar formalisms: CFG, systemic gram-
mars (equivalent to typed unification based grammars) and HPSG. However, both approaches are substantially different from our approach, either in the input they take or in the constraints they enforce on the resulting grammar.

Logical Approaches. To our knowledge, there have been surprisingly few attempts to use logical or constraint-based approaches, such as theorem proving or constraint optimisation, for learning grammars from examples. One exception is (Imada and Nakamura, 2009) who experiment with SAT solvers to learn context-free grammars.

### 2.2 Abstract Grammars and Resources

Grammatical Framework (GF) (Ranta, 2009a; Ranta, 2011) is a multilingual grammar formalism based on a separation between abstract and concrete syntax. The abstract level is meant to be more or less language-independent, and every abstract syntax can have several associated concrete syntaxes, which act as language-specific realisations of the abstract rules and trees. This means that a multilingual GF grammar can be used as a simple machine translation system where the abstract syntax is used as an interlingua. In this paper we only make use of the high-level abstract syntax, which makes it possible to transfer our approach to other grammar formalisms with a comparable high-level abstraction.


#### Abstract

Syntax. is closely related to context-free grammars. To be able to identify individual rules, every abstract rule has a unique label. This means that there can be several rules with the same arguments and result categories, but different labels. Lexical items are represented as constant functions, i.e., functions without parameters, on the abstract level. Formally, an abstract grammar is a tuple $\mathbf{G}=$ $(\mathbf{C}, \mathbf{L}, \mathbf{R}, \mathbf{S})$ where $\mathbf{C}$ is a set of syntactic categories $\mathbf{L}$ is a set of labels $\mathbf{R} \subseteq \mathbf{L} \times \mathbf{C} \times \mathbf{C}^{*}$ is a set of syntactic rules $\mathbf{S} \in \mathbf{C}$ is the start symbol of the grammar


An abstract syntax tree is a tree where all nodes are labels which are type-correct according to the grammar. There is no formal difference between leaves and internal nodes, but a leaf is just a node without any children. The trees are therefore similar to abstract syntax trees as they are used in, e.g., computer science (Ranta, 2012, Chapter 2.5).

Resource Grammar. The GF Resource Grammar Library (RGL) (Ranta, 2009a) is a general-purpose grammar library for 30+ languages which covers most common grammatical constructions. Its main purpose is to act as an API when building domain-specific grammars. It provides high-level access to the linguistic constructions, facilitating the development of specific applications. The inherent multilinguality also makes it easy to create and maintain multilingual applications.

However, it is necessary to learn the GF formalism to use the RGL to write GF grammars, limiting the user group. In contrast, the methods presented in this paper allow non-grammarians to create grammars for their own domain or application.

### 2.3 Constraint Satisfaction Problems (CSP)

Many logical satisfiability problems can be formulated as constraint satisfaction problems (CSP) (Russell and Norvig, 2009, chapter 6). In a CSP we want to find an assignment of a number of variables that respect some given constraints. CSPs are classified depending on the domains of the variables, and the kinds of constraints that are allowed. In this paper we formulate our problem based on Boolean variables in the constraints but require integer operations in the objective functions. An objective function is the function whose value has to be maximised or minimised while solving the constraints. We use the IBM ILOG CPLEX Optimization Studio ${ }^{1}$ to find solutions to this restricted kind of integer linear problem (ILP).

## 3 PROBLEM FORMULATION

We can describe the problem we want to solve as the following: given one large, expressive, but overgenerating, grammar (called the resource grammar), and some example sentences, we want to infer a subgrammar that covers the examples and is optimal with respect to some objective function. One possible objective function would be to reduce the number of ambiguous analyses.

### 3.1 Definition of the Problem

We assume that we already have a parser for the resource grammar that returns all possible parse trees for the example sentence. That means we can start

[^1]from a set of sets of trees. Then we can formulate our problem in a formal way:

- Given: $\mathcal{F}=\left\{F_{1}, \ldots, F_{n}\right\}$, a set of forests where each forest $F_{k}=\left\{T_{k 1}, \ldots, T_{k t_{k}}\right\}, t_{k}$ is the number of trees in $F_{k}$ and each forest $F_{k}$ represents the example sentence $s_{k}$.
- Problem: select at least one $T_{k i_{k}}$ from each $F_{k}$, while minimising the objective function
- Possible objective functions:
rules: the number of rules in the resulting grammar (i.e., reducing the grammar size)
trees: the number of all initial parse trees $T_{k i}$ that are, intended or not, valid in the resulting grammar (i.e., reducing the ambiguity)
rules+trees: the sum of rules and trees
weighted: is a modification of rules+trees where each rule is weighted by the number of occurrences in all $F_{k}$

If every tree $T_{k i}$ only consisted of one single node (which they usually do not), then the problem would be equivalent to the Hitting Set problem (Garey and Johnson, 1979, section A3.1), which is NP-complete (Karp, 1972). Since our problem is a generalisation of the Hitting Set problem, it is NP-complete too.

### 3.2 Modelling as a CSP

Even though there exist other solutions for the related class of set covering problems, a natural approach to this problem seems to lie in modelling it as a constraint satisfaction problem.

Given the set of forests $\mathcal{F}=\left\{F_{1} \ldots F_{n}\right\}$ with $F_{k}=\left\{T_{k 1}, \ldots, T_{k t_{k}}\right\}$, there are various possible ways to model the problem, depending on the choice of the atomic units we want to represent by the logic variables. This can range from subtrees of size 1, i.e., single nodes, to different sizes of subtrees as well as different ways to split a tree into these units. In the following we use subtrees of size 1 , which is equivalent to the labelled nodes of an abstract syntax tree, but see Section 7 for a discussion of other alternatives.

This means we can represent a tree $T_{k i}$ in the forest $F_{k}$ as the set of labels in the tree, $T_{k i}=\left\{l_{1}^{k i}, \ldots l_{m_{k i}}^{k i}\right\}$. This results in a loss of structural information but does not have any negative effect on the outcome of our approach. Another possible representation would be multi-sets, but it can be easily shown that this would not result in any improvement, given that we translate trees into conjunctions of variables and repetition within a conjunction can easily be eliminated.

As the next step we translate our problem into logic. We want to guarantee that our set of forests $\mathcal{F}$ is covered. To do so, we need to cover at least one of


Figure 1: Learning component for inferring a grammar $\mathbf{G}$ from example sentences $S_{1} \ldots S_{n}$ and resource grammar $G_{R}$.
the trees in each forest $F_{k} \in \mathcal{F}$. To cover a tree $T_{k i}$, we need to cover the set of labels $\left\{l_{1}^{k i}, \ldots l_{m_{k}}^{k i}\right\}$ representing the tree. The set can be turned into a logical formula by converting it into a conjunction of logical variables representing labels. The result is the logical formula:

$$
T_{k i}=\bigwedge_{j=1}^{m_{k i}} l_{j}^{k i}
$$

To cover a forest we need to cover at least one tree, leading to the disjunction:

$$
F_{k}=\bigvee_{i=1}^{t_{k}} T_{k i}=\bigvee_{i=1}^{t_{k}} \bigwedge_{j=1}^{m_{k i}} l_{j}^{k i}
$$

Finally to cover the set of forests we construct the conjunction:

$$
\mathcal{F}=\bigwedge_{k=1}^{n} F_{k}=\bigwedge_{k=1}^{n} \bigvee_{i=i}^{t_{k}} \bigwedge_{j=i}^{m_{k i}} l_{j}^{k i}
$$

In addition to this complex Boolean constraint, we want to minimise the value of one of the objective functions from Section 3.1. For this optimisation we need to be able to sum and multiply integers, which makes the whole problem an instance of ILP.

## 4 IMPLEMENTATION

We have implemented a learning component that infers a grammar, shown in Figure 1. It can be treated as a black box that takes a set of sentences $S_{1} \ldots S_{n}$ as an input and produces a grammar $\mathbf{G}$ as output, doing so by relying on a resource grammar (labeled $\mathbf{G}_{\mathbf{R}}$ ).

First the sentences are parsed using the resource grammar $\mathbf{G}_{\mathbf{R}}$ and the syntax trees translated into logical formulas, in the way described in Section 3.2. The resulting constraints are handed to the constraint solver, which returns a list of rule labels that form the
basis for the new restricted grammar $\mathbf{G}$. The output of the solver is influenced by the choice of the objective function (candidates are described in Section 3.1).

In fact the solver does not necessarily only return one solution. In case of several solutions, they are ordered by the objective value. Choosing the one with the best value is a safe choice even though there might be a solution with a slightly worse score that actually performs better on the intended task.

### 4.1 Bilingual Grammar Learning

If our example sentences are translated into another language, and the resource grammar happens to be bilingual, we can use that knowledge to improve the learning results.

For each sentence pair $\left(S_{i}, S_{i}^{\prime}\right)$, we parse each sentence separately using the resource grammar into the forests $F_{i}=\left\{T_{i 1} \ldots T_{i t_{i}}\right\}$ and $F_{i}^{\prime}=\left\{T_{i 1}^{\prime} \ldots T_{i t_{i}^{\prime}}^{\prime}\right\}$. We then only keep the trees that occur in both forests, i.e., $F_{i} \cap F_{i}^{\prime}$. These filtered tree sets are translated into logical formulas, just as for monolingual learning.

The reason for doing bilingual learning is to reduce the ambiguity. A sentence can be more ambiguous in one language than in another. The intersection of the trees selects the disambiguated reading. The disambiguation makes the constraint problem smaller and the extracted grammar more likely to be the intended one.

## 5 EVALUATION

Related literature (D'Ulizia et al., 2011) presents several measures for the performance of grammar inference algorithms, most prominently the methods "Looks-Good-To-Me", "Rebuilding-KnownGrammar" and "Compare-Against-Treebank". Our first learned grammars passed the informal "Looks-Good-To-Me" test, so we designed two experiments to demonstrate the learning capabilities of our approach following the other two approaches.

### 5.1 Rebuilding a Known Grammar

The process is shown in Figure 2. To evaluate our technique in a quantitative way we start with two grammars $\mathbf{G}_{\mathbf{R}}$ and $\mathbf{G}_{\mathbf{0}}$, where $\mathbf{G}_{\mathbf{0}}$ is a sub-grammar of $\mathbf{G}_{\mathbf{R}}$. We use $\mathbf{G}_{\mathbf{0}}$ to generate random example sentences. These examples are then used to learn a new grammar $\mathbf{G}$ as described in Section 4. The aim of the experiment is to see how similar the inferred gram$\operatorname{mar} \mathbf{G}$ is to the original grammar $\mathbf{G}_{\mathbf{0}}$. To measure this we compute precision and recall in the following way,


Figure 2: Evaluating by rebuilding a known grammar $\mathbf{G}_{\mathbf{0}}$ into $\mathbf{G}$.


Figure 3: Evaluating by comparing to a treebank.
where $\mathbf{L}_{\mathbf{0}}$ are the rules of the original grammar and $\mathbf{L}$ the rules of the inferred grammar:

$$
\text { Precision }=\frac{\left|\mathbf{L}_{\mathbf{0}} \cap \mathbf{L}\right|}{|\mathbf{L}|} \quad \text { Recall }=\frac{\left|\mathbf{L}_{\mathbf{0}} \cap \mathbf{L}\right|}{\left|\mathbf{L}_{0}\right|}
$$

We can analyse the learning process depending on, e.g., the number of examples, the size of the examples and the language involved.

We conducted this experiment for Finnish, German, Swedish, Spanish and English. For each of these languages we used the whole GF RGL as the resource grammar $\mathbf{G}_{\mathbf{R}}$ and a small subset containing 24 syntactic and 47 lexical rules as our known grammar $\mathbf{G}_{\mathbf{0}}$ (Listing 1).

We tested the process with an increasing number of random example sentences (from 1 to 20), an increasing maximum depth of the generated syntax trees (from 6 and 10) and our four different objective functions.

### 5.2 Comparing against a Treebank

Our second approach to evaluate our grammar learning technique, depicted in Figure 3, had a more manual and qualitative focus. Instead of starting with a grammar which we want to rebuild, we start from a treebank $\left\{\left(S_{1}, T_{1}\right) \ldots\left(S_{n}, T_{n}\right)\right\}$, i.e., a set of example

```
abstract Rules = {
fun
    UseN 
    PrepNP : Prep -> NP -> AdV ;
    UseV : V -> VP ;
    ComplSlash : VPSlash -> NP -> VP ;
    SlashV2a : V2 -> VPSlash ;
    ComplVA : VA 
    PredVP : NP -> VP -> Cl ;
    UseCl : Temp -> Pol -> Cl -> S ;
    UttS : S lllll
    UseComp : Comp }\quad->>VP
    TTAnt : Tense -> Ant lo Temp;
```

Listing 1: The subgrammar used in "rebuild-grammar" experiment.
sentences in a language and one gold-standard tree for each sentence.

We use the plain sentences $S_{1} \ldots S_{n}$ from the treebank to learn a new grammar $\mathbf{G}$, using the GF RGL extended with the required lexicon as the resource grammar $\mathbf{G}_{\mathbf{R}}$. Then we parse the sentences with the resulting grammar $\mathbf{G}$, and compare the resulting trees with the original trees in our gold standard. If the original tree $T_{i}$ for sentence $S_{i}$ is among the parsed trees $T_{i 1}^{\prime} \ldots T_{i t_{i}}^{\prime}$, we report that as a success.

If the gold standard tree is not covered, we could compute a more fine-grained similarity score, such as labelled attachment score (LAS) or tree edit distance. However, because of the limited size of the treebanks we decided against this extension.

The data we used for testing the grammar learning consists of hand-crafted treebanks for the following languages: Finnish, German, Swedish and Spanish (see Table 1 for statistics and Listing 4 for examples).

### 5.3 Comparing against a Bilingual Treebank

Our final experiment was to do the same "compare-against-treebank" experiment, but using a bilingual treebank instead of a monolingual one.

We translated all the treebank sentences into English to get four bilingual treebanks

```
minä syön leipää
I eat bread
PhrUtt NoPConj (UttS (UseCl (TTAnt TPres ASimul) PPos (PredVP (UsePron i_Pron)
    (ComplV2 eat_V2 (MassNP (UseN bread_N))))) NoVoc
minä en syö leipää
I don't eat bread
PhrUtt NoPConj (UttS (UseCl (TTAnt TPres ASimul) PNeg (PredVP (UsePron i_Pron)
    (ComplV2 eat_V2 (MassNP (UseN bread_N))))) NoVoc
syö leipää
eat bread
PhrUtt NoPConj (UttImpSg PPos (ImpVP (ComplSlash (SlashV2a eat_V2)
    (MassNP (UseN bread_N))))) NoVoc
syökää leipää
eat bread
PhrUtt NoPConj (UttImpPl PPos (ImpVP (ComplSlash (SlashV2a eat_V2)
    (MassNP (UseN bread_N))))) NoVoc
minä haluan laulaa laulun suihkussa
I want to sing a song in the shower
PhrUtt NoPConj (UttS (UseCl (TTAnt TPres ASimul) PPos (PredVP
    (UsePron i_Pron) (ComplVV want_2_VV (AdvVP (ComplSlash
    (SlashV2a sing_V2) (DetCN (DetQuant IndefArt NumSg) (UseN song_N)))
    (PrepNP in_Prep (DetCN (DetQuant DefArt NumSg) (UseN shower_N)))))))) NoVoc
```

Figure 4: Excerpt from the Finnish treebank used in the "comparing-against-treebank" experiment. The Finnish example is followed by the English translation and the abstract syntax tree.
$\left\{\left(S_{1}, S_{1}^{\prime}, T_{1}\right) \ldots\left(S_{n}, S_{n}^{\prime}, T_{n}\right)\right\}$. Then we used the bilingual learning component described in Section 4.1, using the GF RGL as the bilingual resource grammar.

## 6 RESULTS

We ran the experiments from the previous Section and the results indicate that this direction of research is promising. In the following Sections we will discuss the results in detail.

### 6.1 Results: Rebuilding a Known Grammar

We ran the first experiment, described in Section 5.1, and a selection of the results can be seen in Figures 57. We report precision and recall for a sequence of experiments, where for each experiment we generated sets of random sentences with increasing size.

All three graphs (Figure 5, 6 and 7) resemble typical learning curves where the precision stays mostly stable while the recall rises strongly in the beginning and afterwards approaches a more or less stable level. The precision rises slightly between 1 and 5 input sentences. The recall rises a lot in the beginning and
remains almost constant after input of about 5 sentences. With larger input the precision starts to drop slightly when we learn additional rules that are not part of the original grammar. These curves are pretty much stable across all languages (see Figure 5), objective functions (see Figure 6) and maximum tree depth used in sentence generation (see Figure 7), although there are some exceptions.

As can be seen in Figure 6, the curve for the two objective functions "trees" and "weighted" don't really match this general description of an ideal learning curve. Instead the precision decreases significantly after about 10 sentences, which means the algorithm adds unnecessary rules. This shows that not all objective functions work similarly well with all languages.

Additionally, in Figure 7 we can see that with a maximum tree depth of 5 we can only achieve a recall of about 0.8 , which means that for this tree depth we do not encounter all grammar rules.

These results confirm that our method is very general and provides good results, especially for really small training sets of only a few to a few dozen sentences. By starting from a linguistically sound source grammar, which we recover by extracting a sub-grammar, we can show that the learned grammar is sound in a similar way.


Figure 5: Results for objective function rules and various languages.


Figure 6: Results for Finnish and various objective functions.

### 6.2 Results: Comparing against a Treebank

We used the treebanks and the process described in Section 5.2 to further evaluate our learning method. Table 1 shows the results of running our experiment on monolingual and bilingual treebanks of four different languages, and with two objective functions, rules+trees and weighted. The table columns are:

Size the number of sentences in the treebank
Acc. the accuracy, meaning the percentage of sentences where the correct tree is among the parse trees for the new grammar
$A m b$. the ambiguity, i.e., the average number of parse trees per sentence
We can cover all the sentences from the treebank with our learned grammar and, as the table shows, in most cases we cover the gold standard tree. We inspected more closely the sentences where the grammar


Figure 7: Results for English with objective function rules and various generation depths.
fails to find the gold standard tree, and found that the trees usually differ only slightly, so if we used attachment scores instead of accuracy we would get close to $100 \%$ accuracy in every case.

A clear exception is the case of the monolingual Finnish treebank. When we use the rules+trees objective function, we have serious problems learning the correct grammar, with only 1 correct sentence out of 22 . This is due to a high level of ambiguity among Finnish word forms. If we instead use the weighted objective function, we get a decent accuracy, but the grammar becomes highly ambiguous with 115 parse trees per sentence on average. The second part of the experiment, using a bilingual treebank, solves most of the problems involving Finnish.

### 6.3 Results: using Bilingual Treebanks

When we repeated the experiment using translation pairs as described in Section 5.3 we got similar results. The main difference is that the resulting grammars are more compact for the weighted objective function, resulting in fewer analyses. Notably, for Finnish the average number of trees per sentence drops by one order of magnitude. This is because the high ambiguity of Finnish sentences is reduced when disambiguated using the English translations. The resulting rules of the sub-grammar for Finnish can be seen in Listing 2.

## 7 FUTURE WORK

The work described here is only the beginning of an interesting line of research. We did the first steps in

Table 1: Results for comparing against a treebank. Acc(uracy) means the percentage of sentences where the correct tree is found, and Amb(iguity) means the average number of parse trees per sentence.

|  | Size | monolingual |  |  |  | bilingual |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | rules+trees |  | weighted |  | rules+trees |  | weighted |  |
|  |  | Acc. | Amb. | Acc. | Amb. | Acc. | Amb. | Acc. | Amb. |
| Finnish | 22 | 5\% | 1.0 | 91\% | 115 | 86\% | 4.9 | 96\% | 8.7 |
| German | 16 | 75\% | 1.1 | 100\% | 2.0 | 94\% | 1.1 | 100\% | 1.5 |
| Swedish | 10 | 100\% | 1.1 | 100\% | 2.8 | 100\% | 1.1 | 100\% | 1.2 |
| Spanish | 13 | 100\% | 1.2 | 92\% | 3.7 | 100\% | 1.2 | 100\% | 2.3 |

```
ASimul : Ant ;
AdvVP : VP -> Adv -> VP ;
ComplSlash : VPSlash -> NP -> VP ;
ComplVV : VV -> VP -> VP ;
DefArt : Quant ;
DetCN : Det -> CN -> NP ;
DetQuant : Quant -> Num -> Det ;
ImpVP : VP -> Imp ;
IndefArt : Quant ;
MassNP : CN -> NP ;
NoPConj : PConj ;
NOVOC : Voc ;
NumSg : Num ;
PNeg : Pol ;
PPos : Pol ;
Phrutt : PConj -> Utt -> VoC -> Phr ;
PredVP : NP -> VP -> Cl ;
PrepNP : Prep -> NP -> Adv ;
SlashV2a : V2 -> VPSlash ;
TPres : Tense ;
TTAnt : Tense -> Ant -> Temp ;
UseCl : Temp -> POl -> Cl -> S ;
UseN : N -> CN ;
UsePron : Pron -> NP ;
UttImpPl : Pol -> Imp -> Utt ;
UttImpSg : Pol -> Imp -> Utt ;
UttS : S -> Utt ;
bread_N : N ;
eat_v2 : V2 ;
i_Pron : Pron ;
in_Prep : Prep ;
kitchen_N : N ;
must_VV : VV ;
shower_N : N ;
sing_V2 : V2 ;
song_N : N ;
want_2_VV : VV ;
```

Listing 2: Extracted abstract syntax rules for the bilingual treebank experiment.
describing the initial problem and a feasible approach for solving it. Based on this we see potential for many relevant extensions.

Atomic Units. In Section 3.2 we translate the parse trees to a constraint satisfaction problem in a very straightforward way: every tree label is translated into
one logical variable. This is the same as splitting the tree into its smallest possible pieces - subtrees of size one. The idea is similar to DOP, but DOP does not limit itself to only size one subtrees. The accuracy of the DOP parsing model increases if we allow larger subtrees, so that is an obvious next step for our algorithm too.

One effect of allowing logical variables to refer to subtrees rather than labels is that the resulting grammar rules will not be a subset of the original resource grammar rules. Instead some combinations of resource grammar rules might be merged into one rule, which makes the final grammar even more specialised towards the example sentences.

Negative Examples. Another extension of our current approach would be the use of negative examples to give a more fine-grained control over the resulting grammar. Instead of saying we want to be able to cover sentences $S_{1}, \ldots, S_{n}$ we also want to be able to say that we definitely want to exclude a set of sentences $S_{1}^{\prime}, \ldots, S_{m}^{\prime}$. This approach would not require any additional technical knowledge from the person authoring the examples.

This idea can best be implemented in an iterative manner where we first generate a grammar, which is used to generate example sentences, and then the author decides which of the examples are acceptable and which are not. These decisions are fed back into the learning module, which extracts a new grammar.

Multilingual Learning. There are many further possible experiments to investigate the influence of bilingual and multilingual grammar learning. This seems most interesting in connection with the use of large-scale lexicons because they introduce an additional source of lexical ambiguity. The results for the Finnish treebank suggest that using translation pairs instead of monolingual sentences can improve the results a lot.

Handling Larger Problem Sizes. Our implementation does not have any problems with efficiency - all experiments run within less than a minute on an ordinary laptop. But since the problem itself is NP-complete, we will potentially run into difficulties when we increase the number of logical variables, either by increasing the number of example sentences, making the sentences longer (and therefore more ambiguous), or by allowing larger subtrees in the CSP.

One main problem is the number of parse trees, which can grow exponentially in the length of the sentences. If we also split the trees into all possible subtrees, the number grows even more. One possible solution we want to explore is to move away from the formulation of our problem in terms of parse trees and instead refer to the states in the parse chart. The chart has a polynomial size, compared to the exponential growth of the trees, and it should be possible to translate the chart directly to a complex logical formula instead of having to go via parse trees.

Other Grammar Formalisms. Currently our algorithm uses the GF resource grammar library, but there are other formalisms and resource grammars for which we hope the method can prove useful, such as the HPSG resource grammars developed within the DELPH-IN collaboration, ${ }^{2}$ or grammars created for the XMG metagrammar compiler. ${ }^{3}$

## 8 CONCLUSION

In this paper we have shown that it is possible to learn a grammar from a very limited number of example sentences, if we can make use of a large-scale resource grammar. In most cases only around 10 example are enough sentences to get a grammar with good coverage.

There is still work left to be done, including performing more evaluations on different kinds of grammars and example treebanks. But we hope that this idea can find its uses in areas such as computerassisted language learning, domain-specific dialogue systems, computer games, and more. We will especially focus on ways to use this method in ComputerAssisted Language Learning. However, a thorough evaluation of the suitability of the extracted grammars has to be conducted for each of these applications and remains as future work.
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