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Varje varelse, varje skapelse, varje dr•om som m•anniskan n�agonsin
dr•omt �nns h •ar. Ni formade dem i era dr•ommar och fabler och i era
b•ocker, ni gav dem form och substans och ni trodde p�a dem och gav
dem makt att g•ora det och det •anda tills de �ck eget liv. Och sedan
•overgav ni dem.

Lundwall (1974, p. 114)
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Abstract

This thesis investigates the expressive power and parsing complexity of the
grammatical framework (gf ), a formalism originally designed for display-
ing formal propositions and proofs in natural language. This is done by relating
gf with two more well-known grammar formalisms; generalized context-
free grammar (gcfg ), best seen as a framework for describing various gram-
mar formalisms; andparallel multiple context-free grammar (pmcfg ),
an instance of gcfg .

Sincegf is a fairly new theory, some questions about expressivity and parsing
complexity have until now not been answered; and these questions are the main
focus of this thesis. The main result is that the important subclasscontext-free
gf is equivalent to pmcfg , which has polynomial parsing complexity, and whose
expressive power is fairly well known.

Furthermore, we give a number of tabular parsing algorithmsfor pmcfg with
polynomial complexity, by extending existing algorithms for context-free gram-
mars. We suggest three possible extensions ofgf/pmcfg , and discuss how the
expressive power and parsing complexity are in
uenced. Finally, we discuss the
parsing problem for unrestricted gf grammars, which is undecidable in gen-
eral. We nevertheless describe a procedure for parsing grammars containing
higher-order functions and dependent types.

Keywords: Grammatical Framework, generalized context-free grammar, multi-
ple context-free grammar, context-free rewriting systems, type theory, expressive
power, abstract syntax, linearization, parsing
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Notations

This is a list of the notations that are used in this thesis. Note that a sym-
bol/notation can occur in several places in this list if it is used with di�erent
meanings.

N the set of natural numbers

Nn the �nite set f 0; : : : ; n � 1 g

i; j; k; n; m natural numbers

G a grammar

� a set of terminals

C a set of categories

A; B categories and types

C a basic category

S the starting category of a grammar

F a set of function symbols

f; g function symbols

a; b constants (functions without arguments)
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R a set of rules

R a grammar rule

� an arity (the number of arguments of a rule)

T a set of trees

t an abstract term; a tree

C a chart

� a chart item

L a language

s a string

w the input string

T a linearization type

�;  linearizations

�; �; 
 sequences in linearization rules

P a parameter type

p a parameter; a parameter pattern

� a parameter record

r; s record labels

� a path (sequence of labels and parameters)

� a set of labels or paths

� a range

� a record (or a general datastructure) of ranges

� a substitution

� a projection

� a permutation
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Abbreviations

In this thesis we refer to many di�erent grammar formalisms, and use abbrevi-
ations whenever possible; the most common are listed below.

gf Grammatical Framework

cf -gf Context-free gf

cfg Context-free grammar

gcfg Generalizedcfg

mcfg Multiple cfg

pmcfg Parallel mcfg

lmcfg Linear mcfg

lcfrs Linear context-free rewriting system

lmg Literal movement grammar

s-lmg Simple lmg

rcg Range concatenation grammar

poms-cfg Partially ordered multiset cfg

hg Head grammar

tag Tree adjoining grammar

(l)ig (Linear) indexed grammar

(c)cg (Combinatory) categorial grammar

hpsg Head-driven phrase structure grammar

lfg Lexical functional grammar
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Chapter 1

Introduction

This thesis investigates the expressive power and parsing complexity of theGram-
matical Framework(GF; Ranta, 2004a), a formalism originally designed for display-
ing formal propositions and proofs in natural language. This is done by relatingGF
with two more well-known grammar formalisms;generalized context-free grammar
(GCFG; Pollard, 1984), best seen as a framework for describing various grammar
formalisms; andparallel multiple context-free grammar(PMCFG; Seki et al., 1991),
an instance ofGCFG.

This �rst chapter introduces the problem setting, and discusses some questions
about expressivity and parsing complexity which have untilnow not been answered,
and are the main focus of the thesis. The chapter also contains introductions to
the areas of expressivity and parsing complexity, and to thegrammar formalismsGF
and GCFG. Finally, an overview of the thesis is given, in which the main results are
discussed.

SinceGF is a fairly new theory, some questions about expressivity and parsing com-
plexity have until now not been answered; and these questions are the main focus
of this thesis. The main result is that the important subclass context-free GF is
equivalent toPMCFG, which has polynomial parsing complexity, and whose expres-
sive power is fairly well known. Furthermore, a number of parsing algorithms for
PMCFG are given; some possible extensions are studied; and the idea of using the
algorithms when parsing unrestrictedGF grammars is discussed.

1



Chapter 1. Introduction

1.1 Motivation for this thesis

This thesis investigates the relations between the following grammar formalisms,
all sharing the idea of separating abstract and concrete syntax;

Grammatical framework (gf ; Ranta, 2004a) is a formalism originally de-
signed for displaying formal propositions and proofs in natural language, but
has since then evolved into a formalism suited for describing both the semantics
and the syntax of natural languages. The representation of the abstract syn-
tax is intuitionistic type theory, and the concrete syntax i s a restricted variant
of a functional programming language. gf is a very general formalism, since
the abstract syntax is a logical framework; it is e.g. possible to formulate an
undecidable proposition as an undecidable parsing probleminside gf .

Generalized context-free grammar (gcfg ; Pollard, 1984) is also a very
general grammar formalism, originally designed to give a formal interpretation
for head grammar . The abstract syntax is a context-free grammar, whereas
the concrete syntax is only vaguely speci�ed. Thusgcfg can be seen as a
framework for describing various grammar formalisms.

Parallel multiple context-free grammar (pmcfg ; Seki et al., 1991) is
an instance of gcfg , where the concrete syntactical structures are tuples of
strings. It is known that pmcfg parsing is polynomial in the length of the input
string.

Since gf is a fairly new theory, some questions about expressivity and parsing
complexity have until now not been answered, especially fora very important
subclass calledcontext-free gf (from now on written cf -gf );

(1) What is the expressive power ofcf -gf ; i.e. what language constructs can
the formalism express?

(2) What is the parsing complexity of cf -gf ; i.e. are there e�cient parsing
algorithms?

These two questions are the main focus of this thesis. The area of research can
therefore be narrowed to formal language theory and parsingalgorithms, two
areas that have tight connections; if two formalisms are strongly equivalent, the
one can be used to parse grammars from the other.

The main result in this thesis is that cf -gf and pmcfg are equivalent for-
malisms. Sincepmcfg has a polynomial parsing algorithm and its expressive
power is fairly well known, the result answers both question(1) and (2). As a
side-e�ect, new parsing algorithms for gf can be developed using the simpler
pmcfg formalism. As a further answer to question (2), a number of new parsing
algorithms for pmcfg are developed, all being polynomial in the length of the
input.

As mentioned above, the concrete syntax ofgf is a restricted functional pro-
gramming language. A natural question then arises;

2



1.2. Expressivity and parsing complexity

(3) How can the concrete syntax be extended, e.g. by adding new operations?

(4) What happens to the expressive power and parsing complexity?

These two questions are partially answered by giving three possible extensions;
intersection, disjunction and interleave. Two of these (intersection and disjunc-
tion) are strict extensions in the sense that the new formalism can express a
wider range than previously. The parsing complexity is still polynomial for
intersection; in fact, it is shown that with this extension, cf -gf and pmcfg
describe exactly the class of languages recognizable in polynomial time.

Finally, the thesis addresses the parsing problem for fullgf ;

(5) Can the polynomial parsing algorithms for cf -gf be of use when parsing
unrestricted gf grammars?

The question is partially answered for a subclass ofgf , which is larger than
cf -gf , but cannot handle all possibilities of a general logical framework.

1.2 Expressivity and parsing complexity

1.2.1 Expressive power

We use the standard de�nition of what constitutes a language. In short, a
language is a set of strings, where we write e.g.an bn for the set f an bn j n � 0g.

What context-free grammars cannot express

The following non-regular constructions can be expressed by context-free gram-
mars (see e.g. Hopcroft and Ullman, 1979);

� Nesting, exempli�ed by the languagean bn ;

� Reverse copying,1 exempli�ed by the language f w wR j w 2 (a [ b)� g.

From the pumping lemmafor context-free languages (see e.g. Hopcroft and Ullman,
1979), it is possible to show that the following constructions are not possible to
express with a context-free grammar;

� Multiple agreement, exempli�ed by the languagean bn cn ;

� Crossed agreement, exempli�ed by the languagean bm cn dm ;

1By the operation wR we mean the reverse of w.

3



Chapter 1. Introduction

� Duplication, exempli�ed by the language f w w j w 2 (a [ b)� g.

However, there is linguistic evidence (Joshi, 1985; Shieber, 1985) that these three
constructions occur in natural languages. Partly for this reason, but mostly
because it simpli�es grammar writing, more expressible grammar formalisms
have been suggested.

Mildly context-sensitive grammar formalisms

The next step after context-free grammars in the Chomsky hierarchy is context-
sensitive grammars (Chomsky, 1959). Unfortunately, this step is quite big;
context-sensitive grammars can express an unnecessary large class of languages,
with the drawback that parsing is no longer polynomial in the length of the
input. Joshi (1985) suggested therefore the notion ofmild context-sensitivity to
capture the formal power needed for de�ning natural languages. A grammar
formalism is mildly context-sensitive if it has the following four properties;

� It can express any context-free language;

� It can be parsed in time polynomial in the length of the input;

� It can express multiple agreement, crossed agreement and duplication;

� It has the constant growth property.

Informally, the constant growth property states that if we o rder the sentences
of a language by increasing length, then the length of two consecutive strings
do not di�er by more than a constant.

The grammar formalisms tree adjoining grammar (tag ; Joshi et al., 1975;
Joshi and Schabes, 1997),head grammar (hg ; Pollard, 1984), linear in-
dexed grammar (lig ; Gazdar, 1987) andcombinatory categorial gram-
mar (ccg ; Steedman, 1985, 1986) were all developed independently ofeach
other, with the aim of overcoming the problems of cfg . They are all mildly
context-sensitive, and were shown equivalent by Vijay-Shanker and Weir (1994).

The non-context-free constructions above can all be generalized to more complex
forms;

� k-multiple agreement, an
1 : : : an

k ;

� k-crossed agreement,an 1
1 : : : an k

k bn 1
1 : : : bn k

k ;

� k-duplication, f wk j w 2 (a [ b)� g;

4



1.2. Expressivity and parsing complexity

These (and similar) general languages can be used to give bounds on the expres-
sivity of grammar formalisms. For example,cfg can express at most 2-multiple
agreement, 1-crossed agreement and 1-duplication, whereas tag and equiva-
lent formalisms can express at most 4-multiple agreement, 2-crossed agreement
and 2-duplication. This can be extended to formalisms that can express these
properties for any given k. Two such formalism are linear context-free
rewriting systems (lcfrs ; Vijay-Shanker et al., 1987) and linear multi-
ple context-free grammar (lmcfg ; Seki et al., 1991), which are still mildly
context-sensitive in the sense above; where ak-lcfrs can express at most 2k-
multiple agreement, k-crossed agreement andk-duplication.

Limitations of mildly context-sensitive formalisms

However, there are limitations of a mildly context-sensitive formalism; e.g. it
cannot describe the exponentially growing languagea2n

, simply because that
language is not constantly growing. The formalismsparallel multiple con-
text-free grammar (pmcfg ; Seki et al., 1991),simple literal movement
grammar (s-lmg ; Groenink, 1997a,b) andrange concatenation grammar
(rcg ; Boullier, 2000b,a) can describe that exponential grammar. But on the
other hand pmcfg cannot describe the language (a [ b)2n

.

This last language can be described by context-sensitive formalisms, such as
head-driven phrase structure grammar (hpsg; Pollard and Sag, 1994)
or lexical functional grammar (lfg ; Bresnan and Kaplan, 1982); but then
there are other languages that these formalisms cannot describe, e.g. the set
of all valid propositions in �rst-order logic. Highest in th e hierarchy are the
recursively enumerable languages, that can be described byTuring-complete
formalisms.

1.2.2 Complexity of parsing

The standard way of describing the theoretical e�ciency of algorithms is to
calculate the worst-case time complexity, parameterized over the length of the
input string. For this purpose we use theordo notation, where f (n) = O(g(n))
says that the function f grows at most as fast asg. For our purposes we only
need to note that nk = O(nk+1 ) and nk = O(an ), but that nk+1 6= O(nk )
and an 6= O(nk ). Or in other words, polynomial functions are better than
exponential, and the lower the degree the better.

Parsing of context-free grammars

Parsing of context-free grammars can be accomplished in time cubic in the
length of the input string, O(n3). Several di�erent algorithms exist; the simple
cky algorithm (Kasami, 1965; Younger, 1967) has been extended by Earley

5



Chapter 1. Introduction

(1970), Graham et al. (1980) and Kilbury (1985), just to mention a few. These
and similar algorithms are calledtabular or chart parsing algorithms (Kay, 1986;
Wir�en, 1992).

Other algorithms compile the grammar into a push-down automaton. Knuth
(1965) introduced the lr parsing algorithm, which has been widely used for
parsing of deterministic grammars. The extension to non-deterministic gram-
mars, such as grammars for natural languages, was made by Lang (1974) and
Tomita (1986); later work has reformulated these as tabularalgorithms (Lang,
1994; Nederhof and Satta, 1996).

Most context-free parsing algorithms can be given a formulation in a pars-
ing framework, such asparsing as deduction (Shieber et al., 1995) orparsing
schemata(Sikkel, 1997b).

Parsing of more expressive formalisms

The more expressive a formalism is, the higher is its parsingcomplexity. As
an example, tag parsing can be accomplished in timeO(n6), as �rst shown
by Vijay-Shanker and Joshi (1985); andpmcfg parsing can be accomplished in
time O(ne), where e is a constant depending on the grammar (Seki et al., 1991).
s-lmg and rcg both characterize exactly the class of languages recognizable
in polynomial time (Groenink, 1997a,b; Boullier, 2000a,b). More expressive
formalisms might take exponential time O(en ) or may even be undecidable.

A context-free id/lp grammar can be transformed to an equivalentcfg , thus
making it parsable in cubic time. But the grammar size can explode expo-
nentially, making the dependence on the grammar dominating. Shieber (1984)
has given a direct parsing algorithm for id/lp grammars, which reduces the
overhead of parsing.

In the last years there has been interest in linearization-basedhpsg grammars.
When parsing these grammars, one uses bit vectors of lengthn to represent
the input string of length n (Reape, 1991; Daniels and Meurers, 2002). This
gives rise to 2n possibilities for the bit vectors, and thus the algorithms are
exponential, but on the other hand hpsg is in itself an exponential formalism.

Reducing to boolean matrix multiplication

Valiant (1975) has shown that it is possible to transform the cky algorithm
into the problem of boolean matrix multiplication ( bmm), for which there are
sub-cubic algorithms. The best known complexity for bmm is approximately
O(n2:376), by Coppersmith and Winograd (1990).

For more expressive formalisms it is also sometimes possible to reduce the pars-
ing problem to bmm; e.g.tag parsing has been reduced by Rajasekaran and Yooseph
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(1995) to multiplying two n2 � n2 boolean matrices, which gives a lower complex-
ity bound of O

�
(n2)2:376

�
= O(n4:752). Furthermore, Nakanishi et al. (1997,

1998) has extended the technique to give lower complexity bounds for parsing
of lcfrs , LMCFG and pmcfg .

However, these sub-cubic algorithms all involve large constants making them
ine�cient in practice. And, since a bmm of sizen can be reduced to context-
free parsing of lengthn (Lee, 2002), and similarly a sizen2 bmm can be reduced
to length n tag parsing (Satta, 1994); there is not much hope in �nding practical
parsing algorithms with better time complexity than O(n3) (or O(n6) for tag -
equivalent formalisms).

Practical parsing algorithms

Unfortunately, apart from the tag formalism (and the equivalent ones) and the
uni�cation-based formalisms, almost all parsing algorithms are extensions of the
cky algorithm. This algorithm has a good theoretical worst-case complexity,
but performs badly in practice. The Earley algorithm and its relatives are often
better choices, which is shown by the fact that most formalisms that have been
used for practical purposes also have implementations of Earley-like parsers and
similar algorithms.

1.2.3 Storing parse results

A string recognized by a context-free grammar might have an exponential num-
ber (in the length of the string) of syntactical analyses, which are calledparse
trees. A classical example is a grammar for mathematical expressions containing
the rule,

Exp ! Exp` + ' Exp

In some pathological cases (i.e. when the grammar is cyclic), there might even
be an in�nite number of trees. The polynomial parse time complexity comes
from the fact that all these parse trees can be compactly stored in polynomial
space, in aparse forest, also known as achart.

Parsing as intersection

A parse forest can be represented as a context-free grammar,recognizing the
language consisting of only the input string. This is a consequence of the fact
that the class of context-free languages is closed under intersection with reg-
ular languages. Bar-Hillel et al. (1964) gave an algorithm for calculating the
intersection, thus also giving one of the �rst parsing algorithms for context-free
grammars. The resulting cfg directly represents all possible parse trees for the
given input. The forest can then be further investigated to remove useless nodes,
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increase sharing and reduce space complexity (Billot and Lang, 1989), and in
fact all chart parsing algorithms can be seen as variants of this idea.

More expressive formalisms

The idea of parsing as intersection has been extended to moreexpressive for-
malisms, such astag and lig (Vijay-Shanker and Weir, 1990, 1993b,a) and even
very general formalisms such aslcfrs (Lang, 1994). An interesting consequence
of the idea is that for even more expressive formalisms \parsing" (i.e. construct-
ing the intersection) can be easier than \recognition" (i.e. deciding whether the
input is recognized); while the intersection with a regular set can be performed
e�ciently resulting in a parse forest, checking the forest for whether the input
was recognized or extracting parse trees can be quite costly.

Still the idea can be helpful when implementing parsers for very expressive
formalisms; when parsinghpsg one often removes thedaughters feature from
the elements in the chart, to reduce space complexity. This feature corresponds
to the parse tree of acfg , and can always be deduced from the �nal chart when
necessary.

1.3 Separating abstract and concrete syntax

The grammar formalisms studied in this thesis all have one thing in common;
the separation of abstract and concrete syntax. The abstract part of a grammar
de�nes a set of abstract syntactic structures, called abstract terms or trees; and
the concrete part de�nes a relation between abstract structures and concrete
structures.

The distinction between abstract and concrete syntax has been made by several
authors since the late 1950's; McCarthy (1963) and Landin (1966) made the
distinction in describing the syntax for programming languages; Chomsky (1957,
1965) made the distinction between (abstract) deep structure and (concrete)
surface structure, together with transformations between the structures; Curry
(1963) introduced the distinction under the headings of tectogrammatic and
phenogrammatic structure; and Montague (1974) viewed a grammar as a set
of rules linearizing logically interpreted (abstract) analysis trees into (concrete)
strings of a natural language.

A linearization perspective

The formalisms studied in this thesis all have a linearization perspective, where
the relation between abstract and concrete is viewed as a mapping from abstract
to concrete structures, calledlinearization terms. In some cases the mapping
can be partial or even many-valued.
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1.3. Separating abstract and concrete syntax

1.3.1 Linguistic advantages

Although not exploited in many well-known grammar formalisms, a clear sepa-
ration between abstract and concrete syntax gives some advantages.

Higher-level language descriptions

The grammar writer has a greater freedom in describing the syntax for a lan-
guage. When describing the abstract syntax he/she can choose not to take
certain language speci�c details into account, such as in
ection and word order.
Abstracting away smaller details can make the grammars simpler, both to read
and understand, and to create and maintain.

Abstract linguistic description
Language speci�c details
(in
ection, word order)

Multilingual and multimodal grammars

It is possible to de�ne several di�erent concrete syntax mappings for one particu-
lar abstract syntax. The abstract syntax could e.g. give a high-level description
of a family of similar languages, and each concrete mapping gives a speci�c
language instance.

Language 1

Abstract linguistic description � � �

Languagen

This kind of multilingual grammar can be used as a model for interlingua trans-
lation between languages. But we do not have to restrict ourselves to only
multilingual grammars; di�erent concrete syntaxes can be given for di�erent
modalities. As an example, consider a grammar for displaying time table infor-
mation. We can have one concrete syntax for writing the information as plain
text, but we could also present the information in the form of a table output
as a LATEX �le or in excel format, and a third possibility is to output the
information in a format suitable for speech synthesis.

Syntax editing

It is possible to write documents by directly editing the abstract syntax, and
let the program display the resulting concrete syntax. This was done for pro-
gramming languages in e.g. the systemsmentor (Donzeau-Gouge et al., 1975)
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and cornell program synthesizer (Teitelbaum and Reps, 1981); and has
been generalized to natural language grammars and evenmultilingual document
authoring (Dymetman et al., 2000; Khegai et al., 2003), where a document is
written simultaneously in several languages. One example of multilingual au-
thoring is when writing technical user manuals which shouldhave exactly the
same interpretation in any language.

Several descriptional levels

In this thesis we only talk about formalisms with two descriptional levels; ab-
stract and concrete. But this can be generalized to as many levels as is wanted,
by equating the concrete syntax of one grammar level with theabstract syntax
of another level. As an example we could have a spoken dialogue system with
a semantical, a syntactical, a morphological and a phonological level. This sys-
tem has to de�ne three mappings; i ) a mapping from semantical descriptions
to syntax trees; ii ) a mapping from syntax trees to sequences of lexical tokens;
and iii ) a mapping from lexical tokens to lists of phonemes.

Semantics Syntax Morphology Phonology

This formulation makes grammars similar to transducers (Karttunen et al., 1996;
Mohri, 1997) which are mostly used in morphological analysis, but has been gen-
eralized to dialogue systems by Lager and Kronlid (2004).

Grammar composition

A multi-level grammar as described above, can be viewed as a \black box",
where the intermediate levels are unknown to the user. Then we are back in
our �rst view as a grammar specifying an abstract and a concrete level together
with a mapping. In this way we can talk about grammar composition, where
the composition G2 � G1 of two grammars is possible if the abstract syntax of
G2 is equal to the concrete syntax ofG1. The result of the composition is the
grammar inheriting the abstract syntax from G1, the concrete syntax fromG2,
and having the linearization mapping f 2 � f 1, where f 1; f 2 are the linearization
mappings for G1; G2 respectively.

If the grammar formalism supports this, a composition of several grammars can
be pre-compiled into a compact and e�cient grammar which doesn't have to
mention the intermediate domains and structures. This is the case for e.g. �nite
state transducers, but also forgf as has been shown by Ranta (2004b).
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1.3. Separating abstract and concrete syntax

Resource grammars

The possibility of separate compilation of grammar compositions, opens up for
writing resource grammars (Ranta, 2004b). A resource grammar is a fairly
complete linguistic description of a speci�c language. Many applications do
not need the full power of a language, but instead want to use amore well-
behaved subset, which is often called acontrolled language. Now, if we already
have a resource grammar, we do not even have to write a concrete syntax for the
desired controlled language, but instead we can specify thelanguage by mapping
structures in the controlled language into structures in the resource grammar.

Controlled syntax Resource syntax Object language

1.3.2 Comparison with some grammar formalisms

Here we compare some existing grammar formalisms from the perspective of
the ability to separate abstract and concrete syntax. We have no intention of
giving a full description of the formalisms, and the reader can safely skip any
part of this section. The main formalisms studied in this thesis, grammatical
framework and generalized context-free grammar , are presented in
the next two sections.

Context-free grammar ( CFG)

A context-free grammar has no separation of abstract and concrete syntax what-
soever. There is only one level of syntax rules, de�ning boththe abstract syntax
trees and the concrete language. The concrete syntax is not structured at all,
making it impossible, or at least very complicated, to have several descriptional
levels.

Head grammar ( HG)

Head grammar (Pollard, 1984) in an extension of cfg , where the concrete
syntax is headed strings, which can be concatenated orwrapped inside another
headed string. There is not much structure in the concrete syntax, and the
abstract syntax is tightly connected to the concrete word order.

Categorial grammar ( CG)
Combinatory categorial grammar ( CCG)

Categorial grammar (Ajdukiewicz, 1935; Bar-Hillel, 1953; Lambek, 1958) is
equivalent to cfg , but instead of grammar rules it has complexfunctional cate-
gories, together with rules for function application. Combinatory categorial
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grammar (Steedman, 1985, 1986) also adds rules forfunction composition to
the framework, thus yielding an extension ofcfg .

The notion corresponding to abstract syntax is the derivation trees, and they are
tightly bound to the order of the given words. There are extensions (e.g.type
logical grammar ; Morrill, 1994) that add some word order freedom, but the
concrete syntax is nevertheless simple strings. This meansthat cg and relatives
are similar to cfg when it comes to separating abstract and concrete syntax.

Indexed grammar ( IG)
Linear indexed grammar ( LIG)

Indexed grammar (Aho, 1968) andlinear indexed grammar (Gazdar, 1987)
are also extensions ofcfg . In these formalisms the context-free categories are
augmented with a stack of indices. On each application of a rule, an index can
be pushed onto or popped from a stack. But the abstract syntaxas represented
by the syntax tree is still tightly connected to the concrete syntax of strings.

Tree adjoining grammar ( TAG )

Tree adjoining grammar (Joshi et al., 1975; Joshi and Schabes, 1997) is a
formalism based on trees and a tree rewriting operation called adjunction. It
shares the basic problem withcfg , that there is only one descriptional level;
syntax trees are directly correlated to the concrete word order.

Linear context-free rewriting systems ( LCFRS)
Parallel multiple context-free grammar ( PMCFG )

Linear context-free rewriting systems (Vijay-Shanker et al., 1987) and
parallel multiple context-free grammar (Seki et al., 1991) are de�ned
as instances ofgcfg where the linguistic objects are tuples of strings. The
operations associated with syntax rules are only allowed touse tuple projec-
tion and string concatenation, and lcfrs has some extra restrictions on the
linearization functions to ensure mild context-sensitivity. Since they are de�ned
as gcfg , they share the same separation of abstract and concrete syntax. The
only drawback is that the concrete syntax is restricted to string tuples.

Literal movement grammar ( LMG )
Range concatenation grammar ( RCG)

These formalisms are very similar; a grammar is seen as a collection of Horn-like
clauses over predicates, just as in the programming languageprolog . Groenink
(1997a,b) introduced literal movement grammar , where predicates range
over tuples of strings, making the formalism Turing-complete. There are also
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restricted variants called simple lmg (s-lmg ) and range concatenation
grammar (Boullier, 2000a,b), which characterize the class of languages rec-
ognizable in polynomial time. lmg and rcg are similar to gcfg , and share the
same representation of abstract syntax. The drawbacks are that the concrete
syntax is restricted to strings, and that the abstract and concrete syntax are
de�ned simultaneously, making it di�cult to use the same abs tract syntax with
several concrete.

Lexical functional grammar ( LFG)

Lexical functional grammar (Bresnan and Kaplan, 1982) has a clean divi-
sion betweenc-structures and f-structures; the former represents concrete syn-
tax as trees, and the latter represents the \functional" (or abstract) structure
as feature structures. Since the structures are clearly speci�ed, it is di�cult
to implement several levels of abstraction; apart from that, lfg inherits all
advantages of a clear separation between abstract and concrete syntax.

Dependency grammar (DG)

Dependency grammar consists of a large and diverse family of grammar for-
malisms, all sharing the assumption that syntactic structure consists oflexical
nodes linked by binary relations called dependencies(see e.g. Mel'cuk, 1988;
Hudson, 1990); meaning that dg do not have the idea of phrases. Because
of the diversity it is di�cult to make general comments regar ding the sepa-
ration of abstract and concrete syntax. There are formalisms (Hays, 1964;
Gaifman, 1965) having no separation at all; and there are more recent for-
malisms (Debusmann et al., 2004) where the concrete syntax is not even limited
to strings.

Head-driven phrase structure grammar ( HPSG)

The syntactical structures in head-driven phrase structure grammar
(Pollard and Sag, 1994) aretyped feature structures, similar to but more pow-
erful than records.

An hpsg grammar has several descriptional levels, for phonology, syntax, se-
mantics etc., but the separation is not always that clear. The di�erent levels all
live together in one single feature structure, as di�erent features. E.g. concrete
strings resides under the featurephon , whereas the syntactic structure is split
into several parts. This makes it di�cult to generalize hpsg to multilingual
grammar, but also to perform compilation to remove intermediate levels.

Later work on linearization-based hpsg has separated the concrete word or-
der from the feature structures (Reape, 1991; Daniels and Meurers, 2002), thus
giving a better separation of concrete and abstract syntax.
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1.3.3 Generalized context-free grammar

Generalized context-free grammar (gcfg ) was introduced by Pollard
(1984) as a mathematical framework for describinghead grammar , an exten-
sion of context-free grammars. Although the main idea of Pollard was not the
separation of abstract and concrete syntax,gcfg can be seen as a very nice ex-
ample of this idea. Sincegcfg is a very expressive grammar formalism involving
general (Turing-complete) partial functions, its main usage is as a framework
for specifying more restricted grammar formalisms.

A de�nition of a gcfg consists of a context-free grammar, where eachn-ary
rule

A ! f [A1; : : : ; An ]

is associated with ann-ary operation over (linguistic) objects,

f � 2 On ! O

The set O of linguistic objects is not further speci�ed, and the n-ary operation
f � can be any partial mapping from On to O. The context-free grammar cor-
responds to the abstract syntax, and the operations together with the set of
linguist objects correspond to the concrete syntax.

Often it is more fruitful to view gcfg as a framework for describing formalisms,
rather than a speci�c formalism itself. The reason is that the de�nitions of what
constitutes an object or an operation are very vague. A grammar formalism is
an instance of gcfg if the structure of O is speci�ed, and if it describes how
operations can be formed.

Instances of GCFG

The following is a list of some grammar formalisms that can beseen as relatively
direct instances of gcfg .

Context-free grammar The linguistic objects are strings, and the only al-
lowed operation is concatenation.

Head grammar The linguistic objects are strings with a distinguished head
element, and apart from concatenation, there is also awrapping operation;

Indexed grammar The linguistic objects are pairs of strings andstacks, and
together with string concatenation, there are the usual stack operations;

Linear context-free rewriting systems The linguistic objects are string
tuples, and the allowed operations are concatenation on the elements of
the tuples;
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Parallel multiple context-free grammar Similar to lcfrs , but argu-
ment strings can be deleted and duplicated at will.

Other formalisms such astag , ccg , lmg and rcg have slightly less intuitive
formulations as instances ofgcfg .

1.3.4 Grammatical Framework

The abstract theory of grammatical framework (gf ; Ranta, 2004a) is
a version of dependent type theory, similar to lf (Harper et al., 1993), alf
(Magnusson and Nordstr•om, 1994) andcoq (Coq, 1999). What gf adds to the
logical framework is a possibility to de�ne concrete syntax, that is, notations
expressing formal concepts in user-readable ways. In this sensegf �ts well into
the idea of separating abstract and concrete syntax.

The development of gf started as a notation for type-theoretical gram-
mar (Ranta, 1994), which use Martin-L•of's type theory (1984) to express the
semantics of natural language. The development ofgf as an authoring sys-
tem started as a plug-in to the proof editor alf , to permit natural-language
rendering of formal proofs (Hallgren and Ranta, 2000). The extension of the
scope outside mathematics was made in the Multilingual Document Authoring
project at xerox (Dymetman et al., 2000). In continued work, gf has been
used in areas like software speci�cations (H•ahnle et al., 2002) and dialogue sys-
tems (Ranta and Cooper, 2004).

After the �rst publication (M •aenp•a•a and Ranta, 1999), the expressiveness of
the concrete syntax has developed into a functional programming language. As
such it is similar to a restricted version of programming languages likehaskell
(Peyton Jones, 2003) andml (Milner et al., 1997). The language is restricted
enough to be possible to compile into an e�cient canonical format, but ex-
pressive enough to incorporate modern programming language constructs such
as user-de�nable data types, higher-order functions, and amodule system for
de�ning grammatical resources.

Type theory

The abstract syntax of a gf grammar is de�ned by declaring a number of basic
types (calledcategories), and a number of basic functions. A function is declared
by giving its typing,2

f : B1 � � � � � B � ! A

2Note that the notation for gf we use is di�erent from the notation used in the actual GF
implementation and in other publications; the di�erences a re spelled out in section 2.3.8.
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This declaration states that f is a function taking � arguments of typesB1, . . . ,
B � , resulting in a term of type A. A function with no arguments ( � = 0) is
called a constant, and is simply declared as,

c : A

In general we write t : T if the term t is of type T. By applying the basic
functions to each other, compound terms can be formed,

f (c1; : : : ; c� ) : A

whenever eachci : B i and f is declared as above.

Higher-order functions and dependent types

It is also possible to declare higher-order functions and dependent types in agf
grammar. A higher-order function is a function where some ofthe arguments
are functions themselves; and a dependent type is declared to depend on (one
or more) terms of other types.

These features are more thoroughly described in section 2.3.1, but they are not
used until in chapter 6 of this thesis. Instead we concentrate on the very im-
portant subclasscontext-free gf , which does not contain higher-order functions
or dependent types.

Concrete linearizations

The novel thing about gf with respect to a logical framework, is that it adds
a mapping from abstract terms to concretelinearizations. To de�ne a concrete
syntax of a grammar, we only need to do the following.

� For each basic categoryA de�ned in the abstract syntax, we de�ne a
correspondinglinearization type A � .

� For each basic functionf de�ned in the abstract syntax, we de�ne a corre-
spondinglinearization function f � . If the original function f has a typing,

f : B1 � � � � � B � ! A

then the linearization function f � has the typing,

f � : B o
1 � � � � � B �

� ! A �

The linearization of a term t : T can now be de�ned as [[t]] = f � ([[t1]]; : : : ; [[t � ]])
whenever t = f (t1; : : : ; t � ). The constraints on the linearization de�nitions
assure that linearizations always have the correct type. Grammars are thus
compositional in the sense that a linearization is a function of the argument
linearizations, not of the arguments themselves.
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The module system

gf has a module system, inspired by ideas from programming languages. There
are three kinds of modules; abstract, concrete and resourcemodules.

� An abstract module de�nes an abstract theory, with categories and func-
tions.

� A concrete module de�nes the concrete syntax of an abstract theory, by
giving linearization types and linearization functions.

� A resource module de�nes parameter types, and operations that can be
used as helper functions in concrete modules.

Modules canextend other modules by adding new de�nitions, thus opening the
possibilities for modular grammar engineering. Another useful feature is that
a concrete module (together with the corresponding abstract module) can be
translated into a resource module. Since a resource module can be used by an-
other concrete module, this makes it possible to perform grammar compositions
as described in section 1.3.1.

1.3.5 An introductory example:
Transforming a context-free grammar into GF

In this section we give some examples of how to write grammarsin gf , just to
get a feeling of the possibilities.

We start with a simple context-free grammar for a fragment of English. It
consists of the context-free categoriesS, NP, VP, D, N and V (standing for
Sentence,Noun Phrase,Verb Phrase,Determiner, Noun and Verb respectively),
and has the following rules;

S ! NP VP

NP ! D N

NP ! N

VP ! V NP

D ! `a'

D ! `many'

N ! l̀ion ' j l̀ions'

N ! �̀sh '

V ! `eats' j `eats'
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The abstract syntax

To get a correspondinggf grammar, we start by giving the abstract syntax.
First we have to give a name to each of thecfg rules, and then we can introduce
the type declarations,

sp : NP � VP ! S

npd : D � N ! NP

npp : N ! NP

vpt : V � NP ! VP

da ; dm : D

nc; nf : N

ve : V

The predication function sp forms a sentence out of a noun phrase and a verb
phrase. There are two ways of forming noun phrases; either bya determiner
and a noun ( à lion ', `many lions'), or just a plural noun (` lions'). We assume
that all verbs are transitive, so we only have the transitive verb phrase forming
function vpt . The determiners da ; dm are singular and plural inde�nites (`a'
and `many'); nc; nf are the nouns l̀ion ' and `�sh '; and ve is the verb èat'.

The concrete syntax

If we only want a gf grammar that is equivalent to the original cfg , we can
assign the same linearization type to each category,S� = NP� = � � � = f s : Strg,
which is a record consisting of only one string.3 The concrete linearizations then
look like follows,4

s�
p (x; y) = f s = x:s � y:s g

np�
d(x; y) = f s = x:s � y:s g

np�
p(x) = f s = x:s g

vp�
t (x; y) = f s = x:s � y:s g

d �
a = f s = `a' g

d �
m = f s = `many' g

n �
c = f s = ` lion ' j l̀ions' g

n �
f = f s = ` �sh ' g

v �
e = f s = `eats' j `eat' g

3The reason for using records and not just strings will become apparent later.
4The alert reader might notice that we abuse notation somewha t here, by using the non-

deterministic choice ( j ) which is an extension introduced in section 5.2, but the gra mmar will
anyway be improved upon later.
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A concrete syntax that takes care of agreement

If we want to change the grammar so that it also takes care of agreement, we
can do as follows. First we introduce the parameter typeNum with the two
values or constructorsSg and Pl;

param Num = Sg j Pl

Then we make a decision that nouns, verbs and verb phrases areparameterized
over the number; whereas determiners and noun phrases have an inherent num-
ber.5 A phrase parameterized overP is stored as an in
ection table P ) Str;
and an inherited parameter is stored in a record together with the linearized
string,

N� = V� = VP� = f s : Num ) Str g

D� = NP� = f s : Str ; n : Numg

To give the value of an inherent parameter, we simply form a record; and to
access the value of an inherent parameter, we use record projection (just as
we do to access the linearized string). An in
ection table is formed by [ p1 )
t1 ; : : : ; pn ) tn ], where p1; : : : ; pn are in
ection patterns; and to apply an
in
ection table to a parameter, we use the selection operation ( ! ). Returning
to our example, we get the following concrete syntax for the English grammar
with number agreement between the subject and the verb,6

s�
p (x; y) = f s = x:s � y:s ! x:n g

np�
d(x; y) = f s = x:s � y:s ! x:n ; n = x:n g

np�
p(x) = f s = x:s ! Pl ; n = Pl g

vp�
t (x; y) = f s = [ z ) x:s ! z � y:s ] g

d �
a = f s = `a' ; n = Sgg

d �
m = f s = `many' ; n = Pl g

n �
c = f s = [ Sg) l̀ion ' ; Pl ) l̀ions' ] g

n �
f = f s = [ ) �̀sh ' ] g

v �
e = f s = [ Sg) `eats' ; Pl ) `eat' ] g

Note that the table in vp�
t has only one pattern matching any parameter, binding

it to the variable z which can be used in the table body. Also note that the table
in n �

f has ananonymous pattern, meaning that the value is �̀sh ' regardless of

5gf has a functional perspective on linearizations, meaning th at parameters have to be
either parameterized over or inherited. The principal way o f making parameters agree is to
apply a parameterized in
ection table to an inherited param eter.

6A notational convention throughout this thesis is that reco rd projection ( : ) binds harder
than table selection ( ! ), which in turn binds harder that con catenation ( � ).
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the in
ection parameter. Both uses are examples of that tables can sometimes
be compacted.

Examples of phrases that are disallowed by this concrete syntax are i ) noun
phrases consisting of just a singular noun;ii ) noun phrases where the determiner
and noun does not agree; andiii ) sentences where the subject noun phrase does
not agree with the following verb.

This English grammar will be used as the main example grammarin this thesis;
the grammar is also shown in �gure 2.3 on page 49.

A concrete syntax for Swedish

Swedish has a more complex morphology than English; nouns donot only de-
pend on number, they also have an inherentgender (neuter and uter) associated
to them. Determiners, on the other hand, have number as an inherent feature
and depend on the gender of the noun. First we have to declare the correspond-
ing parameter type Gen;

param Gen = Neuj Utr

then the linearization types for nouns and determiners can be declared as,

N� = f s : Num ) Str ; g : Geng

D� = f s : Gen) Str ; n : Numg

Now we can de�ne the linearizations for the determinersda ; dm and the nouns
nc; nf ;

d �
a = f s = [ Utr ) `en' ; Neu) `ett ' ] ; n = Sgg

d �
m = f s = [ ) `m�anga ' ] ; n = Pl g

n �
c = f s = [ ) l̀ejon' ] ; g = Neug

n �
f = f s = [ Sg) �̀sk ' ; Pl ) �̀skar ' ] ; g = Utr g

Noun phrases, on the other hand, do not in
uence the in
ection of verbs, which
means that they can have simple linearization typesNP� = V� = f s : Str g.7

Now we are ready to give the linearization functions for nounphrase forming;

np�
d(x; y) = f s = x:s ! y:g � y:s ! x:n g

np�
p(x) = f s = x:s ! Pl g

Finally, the word order of sentences depend on the context ofthe sentence. There
are three di�erent word orders (direct, indirect and subordinate), introducing
yet another parameter type Order;

param Order = Dir j Indir j Sub
7This is a simpli�cation; when adding pronouns and/or adject ives, Swedish noun phrases

can get quite complex.

20



1.4. Overview and main results of the thesis

The indirect order (used e.g. in questions) puts the subjectnoun phrase inside
the verb phrase. The way to solve this ingf is to use discontinuous verb phrases.
The linearization of sentences and verb phrases will be,8

S� = f s : Order ) Str g

VP� = f s1 : Str ; s2 : Str g

s�
p (x; y) = f s = [ Indir ) y:s1 � x:s � y:s2 ; ) x:s � y:s1 � y:s2 ] g

vp�
t (x; y) = f s1 = x:s ; s2 = y:s g

A fourth possible word order could betopicalized, which is used when the ob-
ject is put in front of the sentence for focusing purposes; e.g. the sentence
�̀skar •ater m�anga lejon ' (�sh eat many lions) have the preferred reading (it
is �sh that many lion eat). This can be solved by adding a new constructor Top
to the type Order, and a new row to the s�

p table, [ Top ) y:s2 � x:s � y:s1 ].

1.4 Overview and main results of the thesis

Here we give an overview of the thesis, together with the mainresults. The
overview and results are presented chapter by chapter.

Chapter 2: Background

This chapter gives the theoretical background for the rest of the thesis. Gram-
matical framework (gf ; Ranta, 2004a) is de�ned together with its important
subclasscontext-free gf (cf -gf ). Generalized context-free grammar
(gcfg ; Pollard, 1984) is introduced as a framework for describingother gram-
mar formalisms; one instance isparallel multiple context-free gram-
mar (pmcfg ; Seki et al., 1991), which is known to have polynomial parsing
complexity.

Some direct consequences of the de�nitions are noted;cf -gf is an instance of
gcfg , and pmcfg is an instance ofcf -gf .

For parsing purposes, the representation of syntactical terms is discussed. We
extend the notion of a shared forest for compactly representing a set of syn-
tactical analyses, to the gcfg formalism. We also discuss when a grammar
formalism, for which there are known parsing algorithms, can be used to parse
grammars in another formalism.

Chapter 3: Reducing context-free GF to PMCFG

This chapter shows that cf -gf is strongly equivalent to pmcfg . This equiva-
lence is shown by giving an algorithm convertingcf -gf grammars into pmcfg

8The di�erence between direct and subordinate word order onl y shows up in the presence
of negation, which we don't have in this example.
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grammars recognizing the same language; and by showing thatparse results can
be converted back e�ciently.

The conversion algorithm consists of enumerating all parameter instantiations
in a linearization, and then moving the instantiated parameters to the abstract
categories. Enumerating all instantiations may lead to an exponential increase
of the grammar size. Therefore two alternative conversion algorithms are given,
which do not enumerate all possible instantiations, but instead try to only in-
stantiate when it is necessary.

Chapter 4: Parsing algorithms for context-free GF and PMCFG

This chapter investigates a number of tabular parsing algorithms for cf -gf and
pmcfg , all with polynomial time complexity. Starting with a gener al passive
algorithm similar to the one given by Seki et al. (1991), several di�erent modi-
�cations are suggested.

The search space can be reduced by approximating thepmcfg grammar by an
over-generatingcfg . Afterwards the context-free parse results can be translated
back into pmcfg parse results, which have to be checked for correctness since
the cfg is over-generating.

Another alternative is to use an active algorithm, in the spirit of the context-
free Earley (1970) algorithm. We give two active algorithms; one recognizing
the linearization rows of a rule in a �xed order, and another recognizing rows
incrementally according to the order in which they occur in the input. Both
top-down and bottom-up prediction strategies are investigated.

All suggested algorithms, except for the last incremental version, require that
the pmcfg grammar is nonerasing; therefore we give an algorithm for removing
erasingness from a grammar.

Chapter 5: Extensions of concrete syntax

This chapter describes four possible extensions ofgf , cf -gf and pmcfg . Apart
from investigating the resulting expressive power and parsing complexity, we
also give active parsing algorithms for each of the extensions.

The intersection operation, borrowed from conjunctive grammar (Okhotin,
2001), makepmcfg equivalent to simple literal movement grammar (Groenink,
1997a,b) and range concatenation grammar (Boullier, 2000a,b). As a
corollary we get that conjunctive pmcfg describe exactly the class of languages
recognizable in polynomial time.

The disjunction operation can have two possible interpretations; one intensional
which does not change the descriptive power ofcf -gf and pmcfg , and one
extensional which is conjectured to be a strict extension. With extensional
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disjunction it is possible to describe the language (a[ b)2n
, which is conjectured

cannot be described bycf -gf and pmcfg .

The third operation is the interleaving operation, which is borrowed from par-
tially ordered multiset context-free grammar (poms-cfg ; Nederhof et al.,
2003) which in turn is a variant of the id/lp formalism (Shieber, 1984). This
operation can be reduced to a number of disjunctions, but this reduction can
lead to an exponential increase of the grammar size. We instead give a direct
parsing algorithm derived from a parsing algorithm for poms-cfg .

Chapter 6: Non-context-free abstract syntax

This �nal chapter discusses how to handlegf grammars containing higher-order
functions or dependent types.

We give an algorithm for converting higher-order functions into �rst-order func-
tions. The resulting cf -gf grammar is over-generating, since it cannot type-
check variable occurrences correctly. We therefore give a procedure for �ltering
out non-well-formed terms during the conversion from �rst-order to higher-order
parse results.

In the presence of dependent types it is possible to describeundecidable lan-
guages (Ranta, 2004a), so the parsing problem is undecidable in general. We
nevertheless describe a two-step parsing process for such grammars; �rst we
translate into an overgenerating cf -gf grammar, and parse using that gram-
mar. The resulting parse items are then converted into a logic program, which
can be solved by any proof search procedure.

23



Chapter 1. Introduction

24



Chapter 2

Background

This chapter gives the theoretical background for the rest of the thesis.Grammati-
cal Framework(GF; Ranta, 2004a) is de�ned together with its important subclass
context-freeGF. Generalized context-free grammar(GCFG; Pollard, 1984) is intro-
duced as a framework for describing other grammar formalisms; one instance is
parallel multiple context-free grammar(PMCFG; Seki et al., 1991), which is known
to have polynomial parsing complexity.

Some direct consequences of the de�nitions are noted; context-freeGF is an instance
of GCFG, and PMCFG is an instance of context-freeGF.

For parsing purposes, the representation of syntactical terms is discussed. We extend
the notion of a shared forest for compactly representing a set of syntactical analyses,
to the GCFGformalism. We also discuss when a grammar formalism, for which there
are known parsing algorithms, can be used to parse grammars in another formalism.
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Chapter 2. Background

2.1 Preliminary de�nitions

2.1.1 Sequences, languages and grammars

Sequences

A sequencex1 : : : xn over a setX is an element ofX � , whenever eachx i 2 X .
The empty sequence is written� . Concatenation is an associative operation on
sequences de�ned as

x1 : : : xn � y1 : : : ym = x1 : : : xn y1 : : : ym

Mathematically, concatenation and the empty sequence together form a monoid
over X � . This means among other things that � is a zero for concatenation, or
� � ~x = ~x � � = ~x. When no confusion can arise, we write the concatenationx � y
simply as xy. The repetition xn is de�ned as n successive concatenations ofx,
where x0 = � ;

xn =
n times

z }| {
x � � � � � x

Apart from writing a sequence asx1 : : : xn , it can also be written with small
Greek letters, �; �; : : : ; or as avector ~x. In the latter case we implicitly assume
that ~x = x1 : : : xn , meaning that we can usex i as a reference to thei th element
in the vector. We also use the termstrings for sequences over analphabet, where
the alphabet is a �nite set usually written �.

As a shorthand for a sequence of applications of a given function or relation,
we often write R(~x; ~y; ~z) instead of R(x1; y1; z1); : : : ; R(xn ; yn ; zn ). Note that
this presupposes that the sequences~x, ~y and ~z all have the same length.

Languages

A languageis a set of strings over an alphabet. Concatenation and repetition
are lifted to languages is the standard way,AB = f xy j x 2 A; y 2 B g and
An = f xn j x 2 A g. The Kleene star A � is the union of all possible repetitions;

A � =
1[

0

A i

When specifying a language we can identify a strings with the singleton lan-
guagef sg. All integer repetition variables are assumed to be universally quan-
ti�ed over. This allows us to specify languages through a regular-expression-like
syntax; e.g.

an b� an b� = f an bi an bj j n; i; j � 0 g

(a [ b)2n

= f w 2 f a; bg� j jwj = 2 n ; n � 0 g
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2.1. Preliminary definitions

Context-free grammars

We �nally give the standard de�nition of context-free gramm ars.

De�nition 2.1 ( CFG). A context-free grammar is a 4-tuple (C; S; � ; R), where
C and � are �nite sets of categories and terminals respectively, S 2 C is the
starting category, and R � C � (C [ �) � is a �nite set of context-free syntax
rules.

Instead of writing ( B; � ) 2 R , we use the more readableB ! � . The rewriting
relation ) is de�ned on sequences of categories and terminals, as�B
 ) ��

wheneverB ! � . The re
exive and transitive closure ) � is used to specify the
language associated with a category,

L (A) = f w 2 � � j A ) � w g

The language recognized by a grammarG is L (G) = L(S), where S is the
starting category of G.

2.1.2 Data types and elements

In this thesis we talk a lot about types. We use that term in two di�erent ways,
separable by the context:

� As inductively de�ned types, as is used in dependent type theory. We will
only use this in the abstract syntax of gf grammars, where we often call
the types categories.

De�ning a type in this way consists of giving inference rulessaying when
something is a type and when something is a term of a given type. The
statement t : T is true when we can deduce from the inference rules that
T is a type and t is of type T.

� The second usage is simply as a set of terms. We do not present apartic-
ular set theory, since we will only use simple sets; the most complex sets
we use are enumerable. De�ning a type in this way consists of giving the
corresponding set; the statementt : T is true when t 2 T.

In the rest of this section we talk about types in the second sense.

Operations and computations

We can de�ne operations on di�erent types. An operation is de�ned by saying
what types the arguments and the result should be, and by giving a computation
rule of the operation. An operation can sometimes be partial, or even non-
deterministic, also called many-valued.
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Basic types

The type Str of strings is the set � � of sequences over a �nite set of tokens,
where the token set � is de�ned in the context. Concatenation is an operation
on strings de�ned in the standard way. A concatenation of two strings is written
s1 � s2, or often simply s1 s2.

The type N of natural numbers consists of all integers� 0. Addition is an
operation on natural numbers.

Finally, any �nite set can be seen as a type. An example is then-element type
Nn = f 0; : : : ; n � 1 g of all natural numbers less thann.

Records

A label is an atomic symbol, not being a term or a type. If r1; : : : ; rn are
distinct labels and T1; : : : ; Tn are types, then

f r1 : T1 ; : : : ; rn ; Tn g

is a record type consisting of all records,

f r1 = � 1 ; : : : ; rn = � n g

such that � i : Ti for 1 � i � n. Note that the order between the rows in a record
is not signi�cant; meaning that a record is equivalent to a set of label-value pairs.
Record projection is an operation taking a record and a label, de�ned as

f : : : ; r = � ; : : : g:r = �

Two record types f r1 : T1 ; : : : ; rn : Tn g and f r 0
1 : T 0

1 ; : : : ; r 0
n : T 0

n g are
equivalent, if Ti is equivalent to T 0

i for each 1� i � n, modulo permutations of
the rows.

A tuple can be seen as syntactic sugar for a record,

h� 1; : : : ; � n i � f 1 = � 1 ; : : : ; n = � n g

where the tuple projection � i (� ) is syntactic sugar for �: i. Then a record � =
f r1 = � 1 ; : : : ; rn = � n g is equivalent to a tuple  = h� 1 ; : : : ; � n i , by replacing
each record projection�:r i by the corresponding tuple projection � i ( ).

Tables

A pattern for a �nite type P is a set of terms, or equivalently a subset ofP.
The patterns p1; : : : ; pn are exhaustive forP if p1 [ : : : [ pn = P. A pattern p
matches a termt if t 2 p. When writing patterns of type P we often write for
the set of all possibilities, i.e. the full setP.
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If P is a �nite type and T is a type, then P ) T is a table type. The elements
are tables of the form

[ p1 ) � 1 ; : : : ; pn ) � n ]

where eachpi , 1 � i � n, is a pattern for type P, and the patterns p1; : : : ; pn

are exhaustive forP. Selection is an operation taking a table of typeP ) T
and a term of type P, returning a term of type T, de�ned as

[ : : : ; p ) � ; : : : ] ! t = �

if p is the �rst pattern in the table that matches t.

A pattern is constant or instantiated if it is a singleton set. If all patterns are
instantiated, then there are as many patterns as the size ofP, and the table is
called instantiated.

Comparing records and instantiated tables

An instantiated table is very similar to a record. The di�ere nce does not lie
in the formation of tables and records, but in the associatedprojection and
selection operations. The main di�erence is that for records the labels are not
terms of some type. Tables on the other hand, take arguments which are of
a (�nite) type. So, for a record projection it is always known at compile-time
which row in the record is meant, but a table can be selected bya variable and
thus is not known until the variable is bound to some value.

The similarity has the e�ect that if all table selections in a term are instantiated,
the term can be converted to another where tables are converted to records and
table selections are converted to record projections.

Record uni�cation

Records can beuni�ed , which is a partial operation de�ned as � 1 t � 2 = � 1 [ � 2

whenever there is nor such that � 1:r 6= � 2:r . Note that this de�nition is
very simplistic, and not as general as the standard de�nitions of uni�cation
(Robinson, 1965); as an example, the de�nition is not recursive and thus does
not unify records recursively.

Records, subrecords and 
attened records

A record f r1 = � 1 ; : : : ; rn = � n g is equivalent to a �nite set of n pairs of
labels and terms. Therefore we sometimes view a record as a set, to be able to
form subrecords. E.g. given a recordR and a predicateP on record labels, we
can form the subrecord of all rows matchingP,

f r = � 2 R j P(r ) g � R
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Testing whether a record R is a subrecord of another recordR0 amounts to
testing R � R0. Note that being a subrecord is the opposite of being a subtype;
the empty record is a subrecord of all records, but any recordtype is a subtype
of the empty record type.

A nested record can be
attened by repeated application of the following equiv-
alence,

f : : : ; r i = f r i 1 = � i 1 ; : : : ; r in = � in g; : : : g

� f : : : ; r i :r i 1 = � i 1 ; : : : ; r i :r in = � in ; : : : g

2.2 Parsing as deduction

Most parsing algorithms can be seen as a deductive process, with axioms, goals
and inference rules. In this thesis we use the framework called deductive parsing
by Shieber et al. (1995). Another wide-spread framework isparsing schemata
by Sikkel (1997b), which could be used instead.

According to Shieber et al. (1995), parsing is \a deductive process in which
rules of inference are used to derive statements about the grammatical status
of strings from other such statements". The statements are called items, and
are represented by formulae in some formal language. The inference rules and
axioms are written in natural deduction style, and they can have side condi-
tions mentioning e.g. grammar rules. The inference rules and axioms are rule
schemata, meaning that they contain metavariables to be instantiated by ap-
propriate terms when the rule is invoked. The set of items built in the deductive
process is sometimes called achart.

The general form of an inference rule is

� 1 : : : � n

�

8
<

:

c1

: : :
cm

where �; � 1; : : : ; � n are items andc1; : : : ; cm are side conditions.

2.2.1 Soundness and completeness of algorithms

We write items as syntactic terms (e.g. [R ; � � � ; ~� ]) and give an interpretation
to each term. The interpretation states whether an item is grammatical given
a certain input string.

Following Sikkel (1998), we prove correctness by �rst guessing a set of valid
items, and then proving soundness and completeness for all items in that set.
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2.2. Parsing as deduction

Soundness A parsing system is sound if all derived items are grammatical
according to the interpretation. To show soundness we only have to prove
that each inference rule yields valid items whenever the antecedents are
valid items.

Completeness A parsing system iscomplete if all grammatical items are de-
rived, i.e. that we do not miss any interpretations. Completeness is often
more di�cult to show than soundness; but often it amounts to a ssociat-
ing each valid item � with a natural number d(� ) such that there is some
instance of an inference rule,

� 1 : : : � k

�

�
C

such that � 1; : : : ; � k are valid items, the side conditionCholds, andd(� i ) <
d(� ) for 1 � i � k.

Sikkel (1998) calls the functiond a deduction length function, while Shieber et al.
(1995) use the termrank for d(� ). Completeness of the inference rules follows
from induction on the ranks of the valid items.

2.2.2 Examples of context-free parsing algorithms

Here we give examples of some well-known parsing algorithmsfor context-free
grammars. First we give a very simplistic algorithm, and then two re�ne-
ments; the top-down algorithm of Earley (1970), and the bottom-up algorithm
of Kilbury (1985). The algorithms are slightly modi�ed for p resentation pur-
poses, but their essence are still the same. The �rst basic algorithm is also
proved to be sound and complete. When developing active parsing algorithms
for gf and pmcfg in sections 4.4 and 4.6 we do this by extending the algorithms
given here.

Parse items

In these algorithms we assume that the input string is,

w = w1 : : : wn

A substring wi +1 : : : wj is said to span the positions i � j , so the whole input
string w spans the positions 0� n.

The parse items are of the form [i � j ; A ! � � � ] whereA ! �� is a context-
free rule, and 0� i � j � n are positions in the input string. The meaning is
that � is recognized spanningi � j ; i.e. � ) � wi +1 : : : wj . If � is empty the item
is called passive. We write [ i � j ; A ] for any passive item [i � j ; A ! � � ].

The goal of the parsing process is to deduce an item representing that the
starting category is found spanning the whole input string; such an item can be
written [ 0 � n ; S ] in our notation.
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A basic context-free chart parsing algorithm

Our �rst context-free chart parsing algorithm consists of t hree inference rules.
The �rst two, Combine and Scan , remain the same in all variants of chart
parsing (sometimes only slightly modi�ed); while the third , Predict , is a very
simplistic variant, which will be improved upon later. The a lgorithm is also
presented by Sikkel (1997b,a, 1998), who calls it \bottom-up Earley".

Combine
[ i � j ; A ! � � B � ] [ j � k ; B ]

[ i � k ; A ! � B � � ]
(2.1)

The basis for all chart parsing algorithms is the fundamental rule; saying
that if there is an active item looking for a category B spanning i � j , and
there is a passive item forB spanning j � k, then the dot in the active
item can be moved forward, and the new item will span the positions i � k.

Scan
[ i � j ; A ! � � wk � ]

[ i � k ; A ! � w k � � ]

�
k = j + 1 (2.2)

If the active item is looking for a terminal, then we can move the dot
forward whenever the terminal is the next input token.

Predict

[ i � i ; A ! � � ]

�
A ! � (2.3)

This rule takes care of introducing active items; each rule in the grammar
is added as an active item spanningi � i for any possible input position
0 � i � n.

Earley-style top-down parsing

The basic algorithm is very crude, it predicts all possible inference rules on each
possible position; if the grammar is large, the chart will become full of useless
items.

Earley (1970) introduced a parsing algorithm, where the parse items are aug-
mented with a lookaheadof a number of input tokens. The algorithm with no
lookahead can be simpli�ed to a parsing system using four inference rules, two of
which are the Complete and Scan rules from above. Earley prediction works
in a top-down fashion; a grammar rule is predicted only when there is an item
looking for the rule's left-hand side.
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Combine and Scan remain as the inference rules 2.1 and 2.2.

Predict
[ i � j ; C ! 
 � A � ]

[ j � j ; A ! � � ]

�
A ! � (2.4)

If there is an item looking for an A and ending in position j , and there
is a grammar rule for A, add that rule as an active item spanning the
positions j � j .

Initial prediction

[ 0 � 0 ; S ! � � ]

�
S ! � (2.5)

Now prediction also needs an active item to be triggered, so we need some
way of starting the inference process. This is done by addingan active
item for each rule of the starting categoryS, spanning the positions 0� 0.

Kilbury-style bottom-up parsing

Kilbury (1985) did a variant of Earley's algorithm, where th e prediction was
changed from looking top-down to bottom-up. Kilbury's algorithm is also called
left-corner parsing in the literature (see e.g. Carroll, 2003). The basic idea is
that we predict a grammar rule only when the rule looks for a category which
is already found.

Combine and Scan remain as the inference rules 2.1 and 2.2.

Predict+Combine

[ i � j ; B ]

[ i � j ; A ! B � � ]

�
A ! B � (2.6)

If there is a passive item forB spanning i � j , and there is a rule look-
ing for B , then we can add the rule as an active item. And sinceB is
already found, we can apply theCombine rule immediately to move the
dot forward one step.

Predict+Scan

[ i � j ; A ! wj � � ]

�
A ! wj �

j = i + 1
(2.7)

If the rule looks for a terminal, which happens to spani � j , then we can
add that rule as an item where that terminal is found.

Note that this algorithm does not work for grammars with � -rules; there is no
way an empty rule can be predicted. There are two possible solutions to this;
i ) either convert the grammar to an equivalent grammar without � -rules; or
ii ) add extra inference rules to handle� -rules. We do not dwell further upon
this issue, since this thesis is not about context-free parsing anyway.
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Further modi�cations of the algorithms

There are several ways these basic algorithms can be optimized; e.g. by adding
(top-down or bottom-up) �ltering to the predictions. For the simple case of
grammars without � -rules, the left-corner relation is de�ned as,

X . Y � X ! Y �

and the re
exive and transitive closure . � is used to �lter out predictions that
do not match the input string or the starting category. The re lation . � is also
known as the �rst set in lr parsing algorithms (see e.g. Aho et al., 1986).

More information about �ltering and other optimizations to chart parsing algo-
rithms can be found in e.g. Wir�en (1992), Sikkel (1997b, 1998) or Nederhof and Satta
(2004).

Soundness and completeness of the basic algorithm

To prove correctness we �rst specify the set of valid items tocontain all items
[ i � j ; A ! � � � ] such that � ) � wi +1 : : : wj . If the item is passive, then
A ) � and the interpretation is equivalent to A ) � wi +1 : : : wj .

Soundness is easy to show, since the inference rules are quite intuitive.

Lemma 2.2. The inference rules 2.1{2.3 are sound.

Proof. For each inference rule we have to prove that the consequent is valid
whenever the antecedents are valid;

Predict The item [ i � i ; A ! � � ] is trivially valid, since � ) � wi +1 : : : wi = � ;

Scan The consequent [i � k ; A ! � w k � � ] is valid if �w k ) � wi +1 : : : wj wk ; but
this is equivalent to � ) � wi +1 : : : wj which is true since the antecedent
[ i � j ; A ! � � wj +1 � ] is valid;

Combine The consequent [i � k ; A ! � B � � ] is valid if � B ) � wi +1 : : : wk ;
but since the �rst antecedent says that � ) � wi +1 : : : wj , and the second
antecedent says thatB ) � wj +1 : : : wk , we get that,

� B ) � wi +1 : : : wj wj +1 : : : wk = wi +1 : : : wk

�

To prove completeness it is enough to give adeduction length function, assigning
a natural number rank to each valid item. We de�ne the function as,

d([ i � k ; A ! � � � ]) = min f � + ji � kj j � ) � wi +1 : : : wk g

where � is the number of deduction steps. We take the minimum in case there
are di�erent ways to recognize an item. Completeness follows directly from the
following lemma, by induction on the rank of valid items.

34



2.2. Parsing as deduction

Lemma 2.3. Each valid item [ i � k ; A ! � � � ] with rank d, is a consequence
of some inference rule, where the ranks of all antecedent items are less thand.

Proof. There are three possibilities for the item; � can be empty, or it can
either end with a terminal or a category;

� If � = � , then i = j and the item is inferred by prediction;

� If � = � 0 wk , then the only way the item can be inferred is by scanning the
item [ i � j ; A ! � 0� wk � ] for j = k � 1. Note that the antecedent item has
smaller rank sinceji � j j < ji � kj; and the derivations � ) � wi +1 : : : wk

and � 0 ) � wi +1 : : : wj have the same deduction lengths;

� If � = � 0 B , then � 0 ) � 1 wi +1 : : : wj and B ) 
 ) � 2 wj +1 : : : wk for
some i � j � k and someB ! 
 . The item can only be inferred by
completion of the items [ i � j ; A ! � 0 � B � ] and [ j � k ; B ]. The
rank of the consequent isd = � 1 + � 2 + 1 + ji � kj; and the ranks of the
antecedents are� 1 + ji � j j and � 2 + jj � kj respectively, which are both
less thand.

�

2.2.3 Possible implementations

Here are two examples of how to implement the deduction engine. If it is
possible to associate each parse item with a natural numberrank such that all
antecedents always are less than the consequent in an inference rule,1 then there
is a very simple implementation of a parsing system. This implementation is a
generalization of the ideas of thecky parsing algorithm (Kasami, 1965; Younger,
1967), where we use a parse array indexed by starting and ending positions in
the input string.

Algorithm 2.4 (generalized CKY ).

First create a parse array indexed by the ranks of the parse items, initialized
with empty sets.

Then loop through each possible rank, and each possible itemhaving that rank,
adding the item to the parse matrix if some inference rule holds.

N

Often though, there is no immediate way of associating ranksto items. In that
case, we have to implement an inference engine for the given parsing system.
Apart from the chart containing all items found so far, we also need anagenda
containing the items that have not yet processed.

1Note that the rank may only refer to the item, not e.g. the dedu ction length as is done
when proving completeness.
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Chapter 2. Background

Algorithm 2.5 (agenda-driven chart parsing).
Initialize the chart to the empty set, and the agenda to all it ems generated by
inference rules without antecedents. Then repeat the following until the agenda
is empty:

� Remove one item from the agenda and add it to the chart. Apply any
inference rule for which i ) the item matches one of the antecedents, and
ii ) there are items in the chart matching the rest of the antecedents. Add
all possible consequences not already in the chart to the agenda.

N

The two algorithms can sometimes be combined; e.g. Earley (1970) usesitem
sets, one for each input token. The item sets can be created one at the time
(using a generalizedcky engine), but each set is created using the agenda-driven
method.

The reader is referred to e.g. Shieber et al. (1995) for more information about
actual implementations.

2.2.4 Space and time complexity

The space complexity of the algorithm is (the size of the chart) times (the size
of one item). For the algorithms discussed in this thesis, the size of items does
not depend on the length of the input, which means that the space complexity
is in the order of the number of items in the chart.

The time complexity is (the size of the chart) times (the time to infer one
item). To calculate the time to infer one item, we can inspect the inference
rules. The time complexity for an inference rule depends on the number of
ways to instantiate the metavariables in the rule, assumingthat the consequent
is known. There are O(

Q
jx i j) possibilities for instantiating a rule, where x i

is any metavariable occurring in an antecedent or a side condition, but not in
the consequent since all metavariables in the consequent are known. Here we
use jx i j for the total range of a variable; e.g. if x i 2 Nn , then jx i j = O(n).
Often the variables range over positions in the input string w, in which case
jx i j = O(jwj); or pairs of positions (representing substrings of the input), in
which casejx i j = O(jwj2).

Example 2.6.
For the context-free algorithms in section 2.2.2, we get thefollowing space and
time complexities. We are only interested in complexity in the length n of the
input; therefore the only variables we need to consider are those that depend
on n.

An item is of the form [ i � j ; A ! � � � ], where 0� i � j � n and A ! ��
is a grammar rule. The only variables that depend onn are i and j ; therefore
the space complexity isO(n2).

36



2.3. Grammatical Framework

The most complex inference rule is theCombine rule 2.1;

[ i � j ; A ! � � B � ] [ j � k ; B ]

[ i � k ; A ! � B � � ]

There is only one input-dependent variable (j ) which does not occur in the
consequent; so the time complexity for theCombine rule is O(n). Since this
rule is the most complex, the total time complexity of the algorithm becomes
O(n3).

N

That the argument for time complexity is correct is obvious for parsing sys-
tems which can be implemented by the generalizedcky algorithm 2.4; the
algorithm loops through all possible parse items (the size of the chart), and for
each item it tries all possible antecedents (the time to infer one item). For the
dynamic agenda-driven algorithm 2.5, the argument is a bit more complicated,
but amounts to the same result (provided that there are e�cie nt lookups for
items in the chart).

2.3 Grammatical Framework

This section describes thegrammatical framework (gf ). It is an adaption
of the descriptions in Ranta (2004a,b).

A gf grammar consists of a number ofjudgements, divided into three kinds of
modules: abstract, concrete and resource modules.

2.3.1 Abstract syntax: dependent type theory

The abstract syntax of gf is based on type theory, or to be more speci�c, on
Martin-L •of's intuitionistic type theory (Martin-L •of, 1984). An abstract gram-
mar is de�ned by giving a number of abstract judgements, which can be of the
following forms:

cat C [�] C is a category depending on the context �
fun f : A f is a function of type A
data C = f 1 j : : : j f n C has the constructorsf 1; : : : ; f n

def a = b a is de�ned as b

Categories and types

A type declaration a : A says that a is an object of type A, and presupposes
that A is a type according to the type rules. A context � is a sequenceof
variable declarations x1 : A1; : : : ; xn : An , where eachA i is a type whenever
x1 : A1; : : : ; x i � 1 : A i � 1. The are two rules for forming types, also shown in
�gure 2.1;
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Chapter 2. Background

Basic type formation

cat C [x1 : A1; : : : ; xn : An ]
a1 : A1 : : : an : An [x1=a1; : : : ; xn � 1=an � 1]

C a1 : : : an Type

Function type formation

A Type B Type [x : A]

(x : A) ! B Type

Basic object formation
fun f : A

f : A

Function application and abstraction

f : (x : A) ! B a : A

f a : B [x=a]

b : B [x : A]

�x: b : (x : A) ! B

� and � conversion

(�x: b ) a = b[x=a]

c : (x : A) ! B

c = �x: (c x)

Figure 2.1: Rules for types and objects in abstract syntax.
N

� The category de�nition

cat C [x1 : A1; x2 : A2; : : : ; xn : An ]

says that C a1 : : : an is a type, whenevera1 : A1, a2 : A2[x1=a1], . . . ,
an : An [x1=a1; : : : ; xn � 1=an � 1].

� There is also a rule that creates the function type (x : A) ! B , if A is a
type and if B is a type wheneverx : A.

As a syntactic sugar we write A ! B for the type (x : A) ! B whenever B
does not depend onx.

Functions and objects

There are three rules for forming objects, also shown in �gure 2.1;
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2.3. Grammatical Framework

� The function type de�nition fun f : A presupposes thatA is a type, and
says that f is an object of type A, or f : A.

� If we have a function f : (x : A) ! B , and an object a : A, we can apply
the function to the object as f a : B [x=a].

� If we have an object b : B whenever x : A, we can form the function
�x: b : (x : A) ! B .

Higher-order functions and dependent types

Given a function,

f : (x1 : B1) ! � � � ! (x � : B � ) ! A

where A is not not a function type, we can informally de�ne the notion s of
higher-order functions and dependent types;

� f is a higher-order function if any of the argument types B i is a function
type;

� A type B i (or A) is dependent if any of the variables x1; : : : ; x i � 1 occur
in B i (or any of x1; : : : ; x � occur in A).

If a function is not higher-order and does not have dependenttypes, it is said
to have a context-free backbone; this will be further discussed in section 2.3.2.

Example 2.7.
The function,

f : (x : A ! B ) ! (y : C x) ! D

is higher-order since the �rst argument is a function, and has dependent types
sinceC x depends onx.

N

Normal forms

The type of any de�ned function fun f has the form

(x1 : A1) ! � � � ! (x � : A � ) ! A

whereA i are the argument typesand A = C t1 : : : tn is the value typeof f . The
category C is the value categoryof the function. The full application of f has
the form f a 1 : : : a� with type A[x1=a1; : : : ; x � =a� ].

A term is in �� -normal form if it is of the form �z 1 ! � � � �z � ! b, where b is
a variable or an application of a constant, and all argumentsof the application
are in �� -normal form. The � and � conversion rules in �gure 2.1 can be used
to bring any well-typed term into this form. Note that a funct ion f alone is in
normal form only if its type is a basic type; in general the normal form of f is
of the form �z 1 ! � � � ! �z � ! f z 1 : : : z� .
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Chapter 2. Background

Curried vs. uncurried functions

We often write function applications in uncurried form, f (a1; : : : ; a� ). When
we do this we also write the function type as the type of an uncurried function.

f : A1 � � � � � A � ! A � f : A1 ! � � � ! A � ! A

f (a1; : : : ; a� ) � f a 1 : : : a�

The natural restriction is that A is a base type.

Data constructors and function de�nitions

There are some extra rules for declaring data constructors and giving function
de�nitions. We do not go into details about these subjects, since they will not
be further explored in this thesis.

Constructor declarations

data C = f 1 j : : : j f n

presuppose that C is a category and that f 1; : : : ; f n are fun functions,
all with value types formed by C. The judgement says that eachf i is a
constructor that can be used in patterns in function de�nitions.

Function definitions
def f p 1 : : : p� = t

presuppose that f is a fun function, t is an object of the value type of
f , and eachpi is a pattern of the corresponding argument type off . A
pattern is a term formed from variables and constructors only. There
is a computation rule, saying that an object f a 1 : : : a� is equal to t[� ],
whenever eachai = pi [� ], where � is a substitution, for the �rst matching
function de�nition. This implies that function de�nitions are ordered.

Functions that are neither constructors nor de�ned implici tly are primitive no-
tions. The lexical rules of gf make no distinction between constructors, de�ned
functions and primitive notions.

2.3.2 The context-free backbone

Most chapter of this thesis only considers a restricted variant of the abstract
syntax, called the context-free backbone. It is not until chapter 6 that we return
to higher-order functions and dependent types.
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2.3. Grammatical Framework

De�nition 2.8 (context-free backbone). A basic function f has a context-free
backbone if it has the type

f : C1 � � � � � C� ! C

where C and all Ci are categories, without dependencies.

A grammar has a context-free backbone if all basic functionshave. Another way
of saying this is that there are no dependent types and no lambda abstractions
in the grammar, i.e. all category declarations have empty context and there are
no higher-order functions. Bycontext-free gf we mean all possiblegf grammars
with context-free backbone.

Note that the notions of basic typesand categoriescoincide when we talk about
grammars with context-free backbones. In these cases we usethe notion cate-
gory, to distinguish from the linearization types of the concrete syntax. In all
chapters except for chapter 6, we only talk about grammars with a context-free
backbone.

The de�nition of t : A in �gure 2.1 becomes very simple for grammars with
context-free backbone;

f (t1; : : : ; t � ) : C i� t1 : C1; : : : ; t � : C�

wheneverf has the de�nition given above.

Example 2.9.

We repeat our main example from section 1.3.5; a simple grammar for a fragment
of English sentences. It consists of the context-free categories S, NP, VP, D, N
and V (standing for Sentence,Noun Phrase,Verb Phrase,Determiner, Noun and
Verb respectively), and has the following functions;

sp : NP � VP ! S

npd : D � N ! NP

npp : N ! NP

vpt : V � NP ! VP

da ; dm : D

nc; nf : N

ve : V

The predication function sp forms a sentence out of a noun phrase and a verb
phrase. There are two ways of forming noun phrases; either bya determiner
and a noun ( à lion ', `many lions'), or just a plural noun (` lions'). We assume
that all verbs are transitive, so we only have the transitive verb phrase forming
function vpt . The determiners da ; dm are singular and plural inde�nites (`a'
and `many'); nc; nf are the nouns l̀ion ' and `�sh '; and ve is the verb èat'.

N
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Stripping o� dependencies

Given an arbitrary gf grammar G without higher-order functions, we can strip
o� all dependencies from that grammar to get the context-free backbone ofG.
This is possible since each �rst-order function type can be written on the form

(x1 : A1) ! � � � ! (x � : A � ) ! C t1 : : : tn

where eachA i is of the form Ci t i; 1 : : : t i;n i . Each typing of the given form is
then translated to C1 � � � � � C� ! C.

The resulting grammar will be over-generating, meaning that all type-correct
terms will still be accepted by the context-free backbone, but terms that are
not type-correct might also be accepted. Another way of saying this is that the
translation is complete (i.e. all correct terms are still accepted), but not sound
(i.e. incorrect terms are also accepted).

Higher-order functions

If there are higher-order functions in a grammar, we can still apply the same
transformation. We only have to note that the argument types A i above can
be functions themselves. We then apply the transformation recursively on the
argument types. However, the resulting grammar will not have a context-
free backbone. Higher-order functions will remain higher-order, even when all
dependencies are stripped o�. The �nal function types will be of the form
A1 � � � � � A � ! C, where eachA i is also of the same form.

2.3.3 Concrete syntax

The concrete syntax of an abstract grammar is speci�ed by giving a number of
concrete judgements of the following three forms:

lincat C = L C has the linearization type L
lin f x 1 : : : x � = t f has the linearization function �x 1 : : : x � : t
lindef C x = t C has the default linearization �x: t

Strings and tokens

The type of strings, Str, consists of sequences oftokens, where a token is an
abstract entity. The only thing we need to know is that the set of tokens is
�nite and written in this thesis as �. In our examples, tokens are words, but
they could be e.g. morphological analyses of input words.

There is one operation on strings,concatenation of two strings. In this thesis
we write s1 � s2 for the concatenation of two strings, or often evens1 s2 when
no confusion can arise. The empty string is written� .
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2.3. Grammatical Framework

In gf it is also possible to concatenate tokens, called theagglutination t1 + t2 of
two tokens which is also a token. This presupposes that tokens are strings, or
more generally, that the set of tokens forms a monoid. The type system ofgf
ensures that the set � of tokens that is used by a speci�c grammar is still �nite.
Since agglutination can be eliminated, we will make no use ofagglutination in
this thesis; so we simply assume that there is a �nite set of tokens.

Linearization types

A linearization type can be of the following forms,2

� The type of strings, Str, is a linearization type;

� If T1; : : : ; Tn are linearization types or parameter types, and at least oneof
them is a linearization type, then f r1 : T1 ; : : : ; rn : Tn g is a linearization
type;

� If T is a linearization type and P is a parameter type, then P ) T is a
linearization type.

This means that a linearization type contains the type Str somewhere. Param-
eter types are de�ned in section 2.3.4; for now it is enough toknow that they
are always �nite.

Each categoryC de�ned in the abstract grammar, must be given a corresponding
linearization type C � , which is done by the judgementlincat C = L . For context-
free backbones, the judgement simply says thatC � = L . For arbitrary types,
linearization types are de�ned inductively as follows,3

(C a1 : : : an )� = L , if lincat C = L

((x1 : A1) ! � � � ! (xn : An ) ! A)� = Strn � A �

The second line in the de�nition is only used when the grammarhas higher-
order functions. In that case the de�nition speci�es how a functional argument
is linearized. This will be discussed further in section 6.1.

Example 2.10.

The example grammar has the following linearization types for English, where
Num is a parameter type containing parameters for singular and plural;

S� = f s : Str g

D� ; NP� = f s : Str ; n : Numg

N� ; V� ; VP� = f s : Num ) Str g

2The de�nition we use here is more general than the one used by R anta (2004a), which
includes some implementation-speci�c restrictions.

3Recall that a tuple like Strn � A � is just syntactic sugar for a record.
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The reason for these linearization types is that nouns are in
ected by determin-
ers and that verbs are in
ected by the subject noun phrase. Other languages
might have other linearization types; e.g. in Swedish and German, there is an
extra in
ection parameter for gender, making the linearization types more com-
plicated.

N

Linearization functions

To each function typing in the abstract syntax,

fun f : (x1 : A1) ! � � � ! (x � : A � ) ! A

a correspondinglinearization rule should be speci�ed, which is done by a judge-
ment of the form

lin f x 1 : : : x � = �

This presupposes that� : A � wheneverx i : A �
i for 1 � i � � . The judgement

de�nes a linearization function f � = �x 1 : : : x � : � .

Evaluating linearizations

The linearization of a compound term t = f t 1 : : : t � is de�ned as

[[f t 1 : : : t � ]] = f � [[t1]] : : : [[t � ]]

= � [x1=[[t1]]; : : : ; x � =[[t � ]]]

whenever the linearization rule is speci�ed aslin f x 1 : : : x � = � .

Default linearizations

The third possible judgement in a concrete module is a default linearization
lindef C x = � . Each basic categoryC can have a default linearization, which
is a function from strings to C � . The default linearization is only used when
linearizing bound variables in higher-order functions. This is discussed further
in section 6.1.

2.3.4 Resource syntax

The concrete syntax of gf has developed into a functional programming lan-
guage, with data type de�nitions and local and global function de�nitions. In
gf , data types are calledparameter typesand global functions are calledoper-
ations, and they are speci�ed by the following two judgements:
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param P = C1� 1 j : : : j Cn � n P is a parameter type
with constructors C1; : : : ; Cn

oper h : T = t h is an operation of type T
de�ned as t

The parameter contexts � i are sequences of parameter typesPi; 1 : : : Pi;n i . Both
these judgements specifyresourceswhich can be used by concrete linearization
types and linearization rules.

Parameter types

A parameter type can be of the following forms,

� If there is a parameter type declaration forP, then P is a parameter type;

� If P1; : : : ; Pn are parameter types, then the record type,

f r1 : P1 ; : : : ; rn : Pn g

is a parameter type.

A parameter type declaration is of the form,

param P = C1 � 1 j : : : j Cn � n

and de�nes a series of constructorsC1; : : : ; Cn which can be used as functions
from their parameter contexts to P. I.e. if � i = Pi; 1 : : : Pi;n i , then the construc-
tor Ci is a function,

Ci : Pi; 1 ! � � � ! Pi;n i ! P

Parameter type declarations may not be recursive; neither direct, indirect nor
mutually. This ensures that every parameter type P is �nite, and we can form
the set of all parameter valuesof type P,

VP = f 1P ; 2P ; : : : ; nP g

Example 2.11.

For the simple English grammar we only need to declare one parameter type for
number,

param Num = Sg j Pl

but for more complicated grammars we also need aPersonparameter type, for
distinguishing �rst, second and third person,

param Person = First j Secondj Third
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Other languages might need other parameter types, e.g. German whose nouns
and verbs also are in
ected by gender and case,

param Gen = Mascj Femj Neu

param Case = Nom j Acc j Det j Gen

If there are several in
ection parameters which often come together, it is possible
to de�ne a combined parameter type,

param In
 = In
 (Num; Gen; Case)

This type contains 2 � 3 � 4 = 24 di�erent parameters.
N

Operations

An operation is a global de�nition of a helper function that can be used in
linearizations. An operation is de�ned by judgements of the form

oper h : T = t

where T is any type (in the sense of concrete syntax) andt : T .

The type system of concrete syntax consists of linearization types augmented
with function types. A simple example of an operation de�nit ion is ss, creating
a record from a string,

oper ss : Str ! f s : Str g = �x: f s = x g

There is also a designated typeType for describing linearization types. This
designated type is needed to be able to de�ne functions that can be applied on
di�erent kinds of types. An example is a generalized versionof the previous
operation, creating a record from an object of any type,

oper rr : (a : Type) ! a ! f r : a g = �a x: f r = x g

Note that we use dependent types in this de�nition.

Grammar composition

Any gf grammar with a context-free backbone can be transformed into a re-
source module by the following simple translation:

� Each category C with its linearization type C � is transformed into the
operation

oper C : Type = C �
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� Each basic functionf : A with its linearization function f � is transformed
into the operation

oper f : A = f �

This resource module can then be used by anothergf grammar, giving a way
of performing grammar composition as mentioned in sections1.3.1 and 1.3.4.

2.3.5 Linearization terms

The possible linearization terms in concrete syntax is de�ned inductively as in
�gure 2.2. Most of the de�nitions are straightforward. The o nly thing needing
further explanation is the de�nition for table formation.

Table formation

To explain the rule for forming tables, we have to give a de�nition of patterns.
Informally, a pattern is an incomplete term, where variables can occur in place of
subterms. A pattern p matches a termt if there is some substitution � such that
t = p[� ], i.e. all variables in the pattern can be instantiated to get an equivalent
term. A sequence of patternsp1; : : : ; pn is exhaustiveif every possible term is
matched by some pattern. We write t : T [p : P] if t : T whenever all variables
in p is assumed to be of type such thatp : P.

Example 2.12.

The linearization terms of the example grammar in section 1.3.5 are repeated
here.

s�
p(x; y) = f s = x:s � y:s ! x:n g

np�
d(x; y) = f s = x:s � y:s ! x:n ; n = x:n g

np�
p(x) = f s = x:s ! Pl ; n = Pl g

vp�
t (x; y) = f s = [ z ) x:s ! z � y:s ] g

d�
a = f s = `a' ; n = Sgg

d�
m = f s = `many' ; n = Pl g

n�
c = f s = [ Sg) l̀ion ' ; Pl ) l̀ions' ] g

n�
f = f s = [ ) �̀sh ' ] g

v�
e = f s = [ Sg) `eats' ; Pl ) `eat' ] g

The full gf grammar, including the abstract syntax and the linearization types,
is shown in �gure 2.3.

N
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Strings

`string ' : Str � : Str
s; t : Str

s � t : Str

Parameter constructors

param P = : : : j C P1 : : : Pn j : : :

C : P1 ! � � � ! Pn ! P

Functions
b : B [x : A]

�x: b : A ! B

f : A ! B a : A

f a : B

Records

t1 : T1 : : : tn : Tn

f r1 = t1 ; : : : ; rn = tn g : f r1 : T1 ; : : : ; rn : Tn g

c : f : : : ; r : T ; : : : g

c:r : T

Tables
t1 : T [p1 : P ] : : : tn : T [pn : P ]

[ p1 ) t1 ; : : : ; pn ) tn ] : P ) T

�
p1; : : : ; pn

exhaustive

c : P ) T p : P

c! p : T

Local definitions
t : T e : E [x : T ]

(let x : T = t in e) : E

Global definitions
oper h : T = t

h : T

Figure 2.2: The types and objects in concrete syntax.
N
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Categories
cat S; NP; VP; D; N; V

Parameter types

param Num = Sg j Pl

Linearization types

S� = f s : Str g

D� ; NP� = f s : Str ; n : Numg

N� ; V� ; VP� = f s : Num ) Str g

Functions

sp : NP � VP ! S

npd : D � N ! NP

npp : N ! NP

vpt : V � NP ! VP

da ; dm : D

nc; nf : N

ve : V

Linearization functions

s�
p(x; y) = f s = x:s � y:s ! x:n g

np�
d(x; y) = f s = x:s � y:s ! x:n ; n = x:n g

np�
p(x) = f s = x:s ! Pl ; n = Pl g

vp�
t (x; y) = f s = [ z ) x:s ! z � y:s ] g

d�
a = f s = `a' ; n = Sgg

d�
m = f s = `many' ; n = Pl g

n�
c = f s = [ Sg) l̀ion ' ; Pl ) l̀ions' ] g

n�
f = f s = [ ) �̀sh ' ] g

v�
e = f s = [ Sg) `eats' ; Pl ) `eat' ] g

Figure 2.3: Example grammar for a small fragment of English.
N
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Chapter 2. Background

Computation rules

There are straightforward computation rules for string concatenation, local and
global de�nitions, function application, record projecti on and table selection.

s1 � s2 = s1s2

let x : T = t in e = e[x=t]

h = t (oper h : T = t)

(�x: t ) a = t[x=a]

f : : : ; r = t ; : : : g:r = t

[ : : : ; p ) t ; : : : ] ! s = t[p=s] (p matchess �rst)

The restriction for the last rule means that p must be the �rst pattern in the
table that matches s. This together with the fact that the patterns in a table
are exhaustive, ensures that table selection is a deterministic function. By [ p=s]
we mean that we apply the unique substitution � such that s = p[� ].

2.3.6 The module system

Here we note some remarks about the module system ingf . Ranta (2004b)
gives a more detailed description of these things.

Interface modules

There are actually four kinds of modules; the fourth beinginterface modules.
An interface module is like a restricted resource module, where only the types
of operations are declared, not the implementations, and only the names of
parameter types are declared. This gives an analogy betweenabstract and
concrete on the top level and interface and instance on the resource level.

Extension and inheritance

Any module canextend one or more modules of the same kind. The new module
then inherits all de�nitions from the underlying module. A m odule can extend
another (unrelated) module, and it can also be extended by any number of
(unrelated) modules. In this way we can form a hierarchy of modules.

Example 2.13.

Assume that we have an abstract moduleLogic de�ning propositions and the
logical connectives. We can have several concrete syntaxesfor this module,
LogicDan, LogicSweand LogicLatexfor linearizing to Danish, Swedish and LATEX.
Now we can extend theLogic module by another abstract module Arithm for
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arithmetic. The concrete syntaxesArithmDan, ArithmSweand ArithmLatex, can
be implemented as extensions of the corresponding concretelogic modules.

This example can be further extended by extendingLogic in another direc-
tion, such asGeomfor geometry, together with corresponding concrete syntaxes.
Then a �nal abstract module GeoArican be declared as the extension of both
Geomand Arithm, and the corresponding concrete syntaxes can be speci�ed in
the same way.

Finally, we can add a resource module hierarchy which is usedbe the con-
crete modules, e.g.LatexRescontaining LATEX features, ScanRescontaining com-
mon features for the Scandinavian languages, together withDanResand SweRes
which are both extensions ofScanResand contains language-speci�c features.
The concrete moduleXY (for X = Logic, Arithm, Geom, GeoAri; and Y =Dan,
Swe, Latex)can then make use of the resource moduleY Res.

N

2.3.7 Canonical linearizations

The concrete syntax of anygf grammar can be partially evaluated to a gram-
mar in canonical form, as shown in Ranta (2004a). In canonical form, all local
and global de�nitions disappear, as well as function applications; furthermore,
all tables are instantiated, meaning that all patterns are variable-free. Hierar-
chical parameters can be 
attened; thus we can assume that the parameters are
declared by giving a �nite set Par of parameter types, eachP 2 Par being a
set of parametersp1; : : : ; pn . The resulting possible linearization functions and
terms are de�ned by the following.

Linearization functions

A linearization function for f : B1 � � � � � B � ! A in canonical gf is of the form,

f � (x1; : : : ; x � ) = �

where � is a canonical linearization term.

Linearization terms

De�nition 2.14 (canonical linearization). A canonical linearization term is of
the following form:

� A string constant is of type Str; and a concatenations1 � s2 : Str, whenever
s1; s2 : Str.

� A constant parameter p : P, wheneverp 2 P.

51



Chapter 2. Background

� A record f r1 = � 1 ; : : : ; rn = � n g is of type T = f r1 : T1 ; : : : ; rn : Tn g,
whenever each� i : Ti .

� A record projection �:r i : Ti , whenever� is of the record type T above.

� A table [ p1 ) � 1 ; : : : ; pn ) � n ] is of type P ) T , whenever P =
f p1; : : : ; pn g, and each� i : T .

� A table selection � !  : T , whenever� : P ) T and  : P.

� An argument variable x i : B �
i .

Example 2.15.

The example grammar in �gure 2.3 is not entirely in canonical form. The
linearization of vpt contains a non-expanded table [z ) x:s ! z � y:s ], whose
canonical form is [Sg) x:s ! Sg � y:s ; Pl ) x:s ! Pl � y:s ]; and the linearization
of nf contains an anonymous table [ ) �̀sh ' ], whose canonical form is [Sg)
�̀sh ' ; Pl ) �̀sh ' ]. The full grammar in canonical form is shown in �gure 2.4.

N

Computation rules

Together with this there are computation rules for string concatenation, record
projection and table selection. Since all tables are instantiated, table selection
becomes as simple as record projection.

s1 � s2 = s1s2

f : : : ; r = t ; : : : g:r = t

[ : : : ; p = t ; : : : ] ! p = t

2.3.8 A note on the syntax of GF grammars

There are some di�erences between the notation for GF used inthis thesis, and
the notation used in the actual implementation (GF, 2004); the main di�erences
are shown in �gure 2.5.

2.4 Generalized context-free grammar

Generalized context-free grammar (gcfg ) was introduced by Pollard in
the 80's as a way of formally describinghead grammar (Pollard, 1984). In
later work people have usedgcfg as a framework for describing many other for-
malisms, such aslinear context-free rewriting systems (Vijay-Shanker et al.,
1987) andparallel multiple context-free grammar (Seki et al., 1991);
and here we will use it to describegf with a context-free backbone.
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Categories
cat S; NP; VP; D; N; V

Parameter types

param Num = Sg j Pl

Linearization types

S� = f s : Str g

D� ; NP� = f s : Str ; n : Numg

N� ; V� ; VP� = f s : Num ) Str g

Functions

sp : NP � VP ! S

npd : D � N ! NP

npp : N ! NP

vpt : V � NP ! VP

da ; dm : D

nc; nf : N

ve : V

Linearization functions

s�
p(x; y) = f s = x:s � y:s ! x:n g

np�
d(x; y) = f s = x:s � y:s ! x:n ; n = x:n g

np�
p(x) = f s = x:s ! Pl ; n = Pl g

np�
t (x; y) = f s = [ Sg) x:s ! Sg � y:s ; Pl ) x:s ! Pl � y:s ] g

d�
a = f s = `a' ; n = Sgg

d�
m = f s = `many' ; n = Pl g

n�
c = f s = [ Sg) l̀ion ' ; Pl ) l̀ions' ] g

n�
f = f s = [ Sg) �̀sh ' ; Pl ) �̀sh ' ] g

v�
e = f s = [ Sg) `eats' ; Pl ) `eat' ] g

Figure 2.4: Example grammar in canonical form.
N
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Notion In this thesis In the implementation

Function type B1 � � � � � Bn ! A B1 -> ... -> Bn -> A
Function application f (�; : : : ;  ) f phi ... psi
� -abstraction �x: � \x -> phi
String token t̀oken' "token"
Concatenation � �  phi ++ psi
Empty string � []
Table [ p ) � ; q )  ] table {p => phi; q => psi}

Figure 2.5: Notational di�erences between this thesis and the implementation.
N

There are several de�nitions of gcfg in the literature; Seki et al. (1991) use a
de�nition similar to Pollard's original, while others (Wei r, 1988; Becker, 1994;
Chiang, 2001) more cleanly separates between abstract and concrete syntax.
However, the latter de�nitions use the term gcfg for only the abstract part of
the grammar, and the term context-free rewriting system for the gcfg
together with the concrete interpretation function. While Pollard imposed no
restriction on the concrete linearization type, other de�n itions restrict them to
be tuples of strings. In this thesis we stick to the original de�nition as much as
possible, but separate the abstract and concrete syntax in amanner similar to
the de�nitions of context-free rewriting systems .

2.4.1 Abstract grammar

The abstract grammar is a tuple (C; S;F ; R), where C and F are �nite sets of
categories and function symbols respectively,S 2 C is the starting category, and
R � C � F � C � is a �nite set of context-free syntax rules. For each function
symbol f 2 F there is an associated context-free syntax rule;

A ! f [B1; : : : ; B � ]

The arity of the rule is � , and in general we write � f for the arity of the rule
f . The tree rewriting relation t : A is de�ned as f (t1; : : : ; t � ) : A whenever
t1 : B1; : : : ; t � : B � . We say that a tree t is valid (for a given category A) if
t : A.
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2.4. Generalized context-free grammar

Example 2.16.
The abstract syntax of the example grammar (�gure 2.3, 2.4),becomes as follows
in gcfg format;

S ! sp[NP; VP]

NP ! npd[D; N]

NP ! npp[N]

VP ! vpt [V; NP]

D ! da []

D ! dm []

N ! nc[]

N ! nf []

V ! ve[]

N

2.4.2 Concrete interpretation

To each categoryA is associated alinearization type A � , which is not further
speci�ed. To each function symbolf is associated a partiallinearization function
f � , taking as many arguments as the abstract syntax rule speci�es.

f � 2 B �
1 � � � � � B �

� ! A �

The linearization of a syntax tree is de�ned as,

[[f (t1; : : : ; t � )]] = f � ([[t1]]; : : : ; [[t � ]])

if the application is de�ned. Note that the de�nition impose s no restrictions on
the linearization types or the linearization functions; th is is left to the actual
grammar formalism. For our purposes it is enough to view a linearization type
as the set of all possible linearization values. This means that the type Str of
strings is equal to � � (where � is the string alphabet). With this view we can
say that a linearization type is �nite when it is a �nite set.

In section 5.2, we extend the de�nition to also containmany-valuedlinearization
functions. Then the linearization of a tree becomes a many-valued function,

[[f (t1; : : : ; t � )]] = f � (� 1; : : : ; � � )

whenever there are� 1; : : : ; � � such that � 1 = [[ t1]]; : : : ; � � = [[ t � ]].

2.4.3 Variable-free notation for linearizations

In some cases it is more convenient to describe the abstract syntax and the
concrete linearization at the same time, without using any variable bindings.
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The rule A ! f [A1; : : : ; A � ], with its linearization f � (x1; : : : ; x � ) = � , can be
written as

A ! f [A1; : : : ; A � ] := �̂

where each occurrence of the variablex i in � is replaced by the term A i in
�̂ , representing the argument number and the argument category. This means
that the basic operations of the linearization type also must have an explicit
representation in �̂ . If more than one argument have the same category, we use
superscripts to separate between them.

Example 2.17.

The following is an arti�cial rule in variable-free form (wh ere the linearization
types for A; B are strings):

A ! f [B 1; A; B 3] := `a' B 1 A `b' B 3

This rule is another way of writing the linearization functi on

f � (x; y; z) = ` a' x y `b' z

Which in turn is a gcfg version of the context-free ruleA ! `a' B A `a' B .
N

2.4.4 Subclasses ofGCFG

When de�ning subclasses ofgcfg , we use a notion of \a part of x", which can
be de�ned in terms of projection functions as follows.

� If there is a bijective function � : T ! P1 � � � � � Pn , we say that � forms
a partition of T .

� Given a term t : T , we say that a projected term pk : Pk is a part of t if
there is some partition � of T such that pk = � k (� (t)).

Note that it is important that the partition is bijective, i. e. one-to-one and onto;
i ) one-to-one ensures that it is possible to reconstruct terms from the image of
the partition; and ii ) onto ensures that there is no overlapping information in
the image.

De�nition 2.18. Given a gcfg rule A ! f [B1; : : : ; B � ] with its linearization
f (x1; : : : ; x � ) = � . We say that the rule is

parallel or nonlinear if some part of x i is mentioned twice in � , for some
1 � i � � ;

linear if no part of x i is mentioned twice in � , for all 1 � i � � ;

erasing if some part of x i is not mentioned at all in � , for some 1� i � � ;
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nonerasing if all parts of x i are mentioned in � , for all 1 � i � � ;

suppressing if x i is not mentioned at all in � , for some 1� i � � .

Note that linear and parallel are opposites of each other, as areerasing and
nonerasing.

Example 2.19.

A record type T = f r1 : T1 ; : : : ; rn : Tn g has a natural projection function
� : T ! T1 � � � � � Tn :

� (f r1 = t1 ; : : : ; rn = tn g) = ht1; : : : ; tn i

N

2.4.5 GF with a context-free backbone

Grammatical framework with a context-free backbone is an instance of
gcfg , where the abstract gf rule,

f : B1 ! � � � ! B � ! A

is just another way of writing the abstract gcfg rule,

A ! f [B1; : : : ; B � ]

We also see that thegf de�nition of t : A in section 2.3.2 is equivalent to the
gcfg de�nition of t : A in section 2.4.1; and that the gf de�nition of [[ t]] in
section 2.3.3 is exactly the same as the correspondinggcfg de�nition in section
2.4.2.

2.5 Parallel multiple context-free grammar

Parallel multiple context-free grammar (pmcfg ; Kasami et al., 1988;
Seki et al., 1991) were introduced in the late 80's as a very expressive formalism,
incorporating linear context-free rewriting systems and other mildly
context-sensitive formalisms, but still with a polynomial parsing algorithm. pm-
cfg is an instance ofgcfg , with the following restrictions on linearizations:

� Linearization types are restricted to tuples of strings:

Each pmcfg grammar de�nes a linearization arity d(C) for each category
C; the linearization types can then be de�ned asC � = Strd(C ) .
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� The only allowed operations in linearization functions aretuple projections
and string concatenations:

Each pmcfg linearization function is of the form

f � (hx1;1; : : : ; x1;d1 i ; : : : ; hx �; 1; : : : ; x �;d � i ) = h� 1; : : : ; � d i

where each� i is a sequence of variablesx j;k or constant strings.

Since records can be seen as syntactic sugar for tuples, we can use records in
this thesis without changing the de�nition of pmcfg . The linearization function
above will then be written

f � (x1; : : : ; x � ) = f 1 = �̂ 1 ; : : : ; d = �̂ d g

where each variablex j;k in � i is replaced by the projectionx j :k in �̂ i .

2.5.1 Variable-free notation for PMCFG grammars

When writing a pmcfg grammar in variable-free notation, we often write the lin-
earization record as a sequence of rows; in other words we leave out the opening
and closing braces and replace semicolon by comma. With thissimpli�cation,
the following rule for f ,

A ! f [B1; : : : ; B � ]

f � (x1; : : : ; x � ) = f r1 = � 1 ; : : : ; rn = � n g

can equivalently be written,

A ! f [B1; : : : ; B � ] := r1 = �̂ 1; : : : ; rn = �̂ n

where each each occurrence of variablex i in any � k is replaced byB i in �̂ k .

Example 2.20.

Figure 2.6 shows apmcfg version of the example grammar in �gure 2.3, recog-
nizing the same strings. Sincepmcfg linearizations cannot contain information
about in
ection, we have to move that information into the ca tegories instead.

N

2.5.2 Comparison with GF

Written in record notation, pmcfg becomes a trivial instance of context-free
gf , without using tables and table selections. For the reversedirection, we
see that any gf grammar with a context-free backbone ful�lling the followi ng
restrictions can be trivially converted to an equivalent pmcfg :
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S ! sp1[NP1; VP] := s = NP1:s � VP:s1

S ! sp2[NP2; VP] := s = NP2:s � VP:s2

NP1 ! npd1[D1; N] := s = D1:s � N:s1

NP2 ! npd2[D2; N] := s = D2:s � N:s2

NP2 ! npp[N] := s = N:s2

VP ! vpt 1[V; NP1] := s1 = V:s1 � NP1:s; s2 = V:s2 � NP1:s

VP ! vpt 2[V; NP2] := s1 = V:s1 � NP2:s; s2 = V:s2 � NP2:s

D1 ! da [] := s = `a'

D2 ! dm [] := s = `many'

N ! nc[] := s1 = ` lion ' ; s2 = ` lions'

N ! nf [] := s1 = ` �sh ' ; s2 = ` �sh '

V ! ve[] := s1 = `eats'; s2 = `eat'

Figure 2.6: pmcfg version of the example grammar.
N

� Records containing parameters are not allowed;

� All tables and all table selections must be instantiated.

The fact that gf can have nested records constitutes no problem { all nestings
can be 
attened. Also, an expanded table,

[ p1 ) � 1 ; : : : ; pn ) � n ] : P ) T

is equivalent to a record,

f p1 = � 1 ; : : : ; pn = � n g : f p1 : T ; : : : ; pn : T g

and an instantiated selection� ! pi is equivalent to a record projection �:p i .

Why GF is not obviously equivalent to PMCFG

When the gf grammar contains parameters in some record, or when some ta-
ble is not instantiated, or when some table selection is not instantiated, the
equivalence is not trivial.

� There is a table in the grammar which is not fully instantiated, e.g.

no
f = f s = [ ) �̀sh ' ] g
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� There is a table selection where the selector is not an instantiated param-
eter, e.g.

s�
p = f s = x:s � y:s ! x:n g

� There is a record in the grammar that contains a parameter, e.g.

d�
m = f s = `many' ; n = Pl g

The case of non-instantiated tables can be solved by compiling the grammar
into canonical form (see section 2.3.7), where all tables are instantiated.

The remaining cases are discussed in chapter 3, where it is shown that gf and
pmcfg are equivalent.

2.5.3 Linearity and nonerasingness

The nameparallel mcfg (pmcfg ) comes from the possibility of writing parallel
grammars. If the grammar is linear as de�ned in 2.4.4 it is called a linear mcfg
(lmcfg ). If the grammar is also nonerasing, it is called alinear context-
free rewriting system (lcfrs ).

Theorem 2.21 (Seki et al., 1991). For each erasing pmcfg ( lmcfg ) there is
an equivalent nonerasingpmcfg ( lmcfg ).

This implies that lmcfg and lcfrs are equivalent formalisms.

2.6 Representations of syntactical information

2.6.1 Syntax trees or abstract terms

A syntax tree for a gcfg grammar is also known as an abstract term. The
following is a repetition of the tree rewriting relation de� ned in �gure 2.1 (for
gf ) and section 2.4.1 (forgcfg ).

De�nition 2.22 (syntax tree). Given a gcfg grammar, the tree t = f (~t) is a
legal syntax tree of category A, written t : A, i� A ! f [ ~A] and ~t : ~A.4

Note that the de�nition is equivalent to the de�nition of the abstract syntax
of gf in �gure 2.1 on page 38, restricted to context-free categories. By the
statement t : A ) � we mean both t : A and that [[ t]] = � , and by A ) � we
mean t : A ) � for some treet.

4Note that we write ~t : ~A instead of t1 : A 1 ; : : : ; t � : A � , as discussed in section 2.1.1.
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The set of all syntax trees in a grammarG for a category A linearizing to � is
de�ned as

TG (A; � ) = f t j t : A ) � g

The set of all syntax trees for a categoryA is written TG (A) =
S

� TG (A; � ),
and the set of all syntax trees for the grammar isTG =

S
A TG (A). Note that

TG consists of all syntax trees of any category, not just the starting category. If
G is understood from the context we can safely skip the subscript.

The size of a tree t = f (~t) is equal to the number of function symbols in the
tree;

jt j = 1 + j~tj = 1 +
�X

i =1

jt i j

Example 2.23.
If we want to list all possible trees for categoryNP in the example grammar, we
can proceed as follows. First we see that there are only two ways to build an
NP, and that is from the functions npd and npp; the former having 4 possibilities
and the latter 2 possibilities;

npd(da ; nc) npd(da ; nf )

npd(dm ; nc) npd(dm ; nf )

npp(nc) npp(nf )

An example linearization can be,

npd(dm ; nc) : NP ) `many lions'

N

Open and incomplete trees

In chapter 4, we will make use ofopen trees. These are trees where some nodes
consist of metavariables, which are variables representing an as yet unknown
tree of the correct category. We write metavariables as?.

De�nition 2.24 (open tree). A tree t : A is open if it is either a metavariable
t = ?; or if it is of the form t = f (~t), for the rule A ! f [ ~B ], where eacht i : B i is
an open tree. A tree isincomplete or uninstantiated if it contains metavariables,
otherwise it is called complete or instantiated.

The linearization of a metavariable ? is the identity [[ ?]] = ?. In some cases
we use argument variables as metavariables; then we can say that given a rule
A ! f [ ~B ] with linearization function f � (~x) = � , the uninstantiated tree f (~x)
has linearization [[f (~x)]] = � .

When calculating the size of an open tree, we say that a metavariable has size
0; i.e. jf (~t)j = 1 + j~tj and j?j = 0.
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2.6.2 Syntax forests or charts

If S is the starting category of a gcfg grammar, the set T (S; w) consists of all
syntax trees linearizing to the input string w. For context-free grammars it is
possible to representT (S; w) by another cfg with precisely these syntax trees
(up to renaming of non-terminals), generating the singleton languagef w g.5

This new grammar is called a parse forest, and each tree inT (S; w) can be
extracted in turn by a simple procedure.

This idea was introduced by Lang and Billot (Lang, 1974; Billot and Lang,
1989), and has been extended other formalisms (Vijay-Shanker and Weir, 1990,
1993b; Lang, 1994). In fact the idea works even when the inputis a regular
language (Lang, 1991), e.g. an incomplete sentence or output from a speech
recognizer. The result is based on the construction of the intersection between
a context-free grammar and a regular set by Bar-Hillel et al.(1964). The parse
forest can be stored in polynomial space, even if it represents an exponential
number of trees (or even an in�nite number of trees in pathological cases).

In this section we extend the notion of parse forests togcfg ; where a forest can
be seen as the abstract part of somegcfg grammar.

De�nition 2.25 (item). An item is of the form [ A ! f [ ~B ] ; � ; ~ ], where
A ! f [ ~B ] is a rule in the grammar and � = f � ( ~ ).

An item � = [ A ! f [ ~B ] ; � ; ~ ] can be viewed as an abstractgcfg rule,

A � ! f � [B  1
1 ; : : : ; B  �

� ]

All de�nitions and results in this section can be reformulated to work on these
kinds of abstract rules instead of items.

The set [A ; � ] contains all items [A ! f [ ~B ] ; � ; ~ ] such that ~B ) ~ . Note
that A ) � is a consequence of any such item; since there are trees~t such that
~t : ~B ) ~ , we see that f (~t) : A and [[f (~t)]] = f � ([[~t]]) = f � ( ~ ) = � ; hence
f (~t) : A ) � . The reverse direction also holds; all items such thatA ) � are
contained in [ A ; � ]. This is because the only way to build treest : A is by
application of some rule, by which we get an item that is contained in [ A ; � ].

We say that an item [ A ! f [ ~B ] ; � ; ~ ] representsa tree t = f (~t) i� ~t : ~B ) ~ .
Note that there can be items that do not represent any tree. However, all items
in [ A ; � ] represent at least one tree. We also say that a treet is represented
by [ A ; � ] i� it contains an item representing t. Finally we note that [ A ; � ]
represents a treet i� t : A ) � ; this is because [A ; � ] contains exactly the
items such that A ) � .

5 If w is not recognized by G, the new cfg generates the empty language.
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2.6. Representations of syntactical information

Example 2.26.

[ S ! sp[NP; VP] ;

f s = `many lions eat �sh' g ;

f s = `many lions' ; n = Pl g;

f s = [ Sg) `eats �sh' ; Pl ) `eat �sh ' ] g ]

is an item for the examplegf grammar in �gure 2.4, representing the tree,

sp(npd(dm ; nc); vpt (ve; npp(nf )))

The corresponding item for the pmcfg version of the grammar in �gure 2.6
looks like,

[ S ! sp2[NP2; VP] ;

s = `many lions eat �sh' ;

s = `many lions' ;

s1 = `eats �sh' ; s2 = `eat �sh ' ]

N

De�nition 2.27 (syntax forest, chart). A syntax forest, or chart, is a (possibly
in�nite) set of items.

We say that a chart C represents a treet = f (~t) i� there is an item,

[ A ! f [ ~B ] ; � ; ~ ] 2 C

such that [[t]] = � and the subtrees~t are represented by the chart. By induction
on the size of the tree we see that a chart can only represent legal syntax trees.6

Example 2.28.

The tree from the previous example,

sp(npd(dm ; nc); vpt (ve; npp(nf )))

can be represented by the following chart,

[ S ! sp[NP; VP] ; � s ; � np 1; � vp ] [ D ! dm [] ; � d ; ]

[ NP ! npd[D; N] ; � np 1 ; � d; � n 1 ] [ N ! nc[] ; � n 1 ; ]

[ VP ! vpt [V; NP] ; � vp ; � v ; � np 2 ] [ V ! ve[] ; � v ; ]

[ NP ! npp[N] ; � np 2 ; � n 2 ] [ N ! nf [] ; � n 2 ; ]

where � s ; � np 1; � vp ; � np 2; � d; � n 1; � v ; � n 2 are matching linearizations.
N

6 In other words, a chart is sound by default.
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Chapter 2. Background

De�nition 2.29 (complete chart). A chart C is completewith respect to A and
� i�

� [ A ; � ] � C ;

� C is complete with respect toB i and  i for each [A ! f [ ~B ] ; � ; ~ ] 2 [A ; � ]
and 1 � i � � f .

Lemma 2.30. A complete (with respect toA and � ) chart C represents a treet
i� t : A ) � .

Proof. In either direction, the tree t must be a legal syntax tree, and therefore
we can say that it is of the form t = f (~t). We now use induction on the size of
t.

() ) If C representst, then [ A ! f [ ~B ] ; � ; ~ ] 2 C such that [[t]] = � and
the subtrees~t are represented byC. The induction hypothesis says that
~t : ~B ) ~ , but since t = f (~t) and � = f � ( ~ ) we have that t : A ) � .

(( ) If t : A ) � , then � = [[ t]] = [[ f (~t)]] = f � ([[~t]]) = f � ( ~ ) for some ~ such
that ~t : ~B ) ~ . But then t is represented by the item [A ! f [ ~B ] ; � ; ~ ]
which is contained in [A ; � ], and in C since the chart is complete. The
induction hypothesis �nally tells us that the subtrees ~t are represented by
C, and then the tree is also represented byC.

�

Corollary 2.31. The set T (S; w) of all syntactical analyses for an input string
w can be represented by a complete chart with respect toS and w, where S is
the starting category.

In other words, a correct parsing algorithm for gcfg does not have to return
anything more than a complete chart. Naturally, it is also useful to know that
the algorithm always returns a �nite chart. We do not dwell on this interesting
subject in this thesis; we only note that the algorithms presented in chapter 4
all return �nite charts.

If the chart is �nite, extracting a tree that is represented b y an item can be
done in time linear in the size of the tree, with the assumption that items in the
chart can be looked up in constant time.

Example 2.32.

The chart in example 2.28 is complete with respect toS and the input string
`many lions eat �sh' , since the represented tree is the only possible tree.

N

64



2.6. Representations of syntactical information

2.6.3 Equivalence and simulation of grammars

There are (at least) two kinds of equivalence one can imagine, when talking
about grammars. Weak equivalence is the most common, sayingthat two gram-
mars G1; G2 are equivalent if they generate the same language,L (G1) = L (G2).
Unfortunately, for many purposes this notion of equivalence in not very useful.
In our case we want to show that converting a grammar preserves something
more than just the language; the conversion should also preserve the syntactical
structures. Chomsky (1965) introduced the notion ofstrong generative capacity
of a grammarG as the set of its syntactic structures, which in our setting can be
the set TG or TG (S), depending on one's personal preferences. Unfortunately,
this de�nition is not very useful and several others have been suggested; see
e.g. Miller (1999) for a recent survey.

For our purposes the notion ofsimulation is well suited; of which the de�nition
here is adapted from Chiang (2001).

De�nition 2.33 (simulating interpretation). A simulating interpretation hj � ji :
T1 ! T 2 is a surjective mapping between two sets of trees, such that for each
function symbol f occurring in T1,

hjf (~t)ji = t[~x=hj~tji ]

where t[~x] is a tree in T2 whenever~x are trees inT2.

In other words, a simulating interpretation transforms tre es in a compositional
way; it can always be de�ned by pattern matching on the function symbols
(without taking cases of subtrees), as is done in the equation. Note that a
simulating interpretation is e�ciently computable in time proportional to the
size of the input tree.

We say that hj � ji is trivial if it is of one of the following forms,

� hj f (x)ji = x, where f can take only one argument;

� hj f (~x)ji = g(hj~yji ), where g is a function symbol in T2, and ~y is a permuta-
tion of ~x.

In the �rst case, f is called acoercion. A trivial simulating interpretation can be
speci�ed by a bijective mapping (also written hj � ji ) betweenF1 and F2 [ f � g ,7

wherehjf ji = � when f is a coercion; together with a permutation � : F1 ! N� .
We also use the notationhj�ji for bijections between categories and linearizations.

7Recall that F is the set of function symbols in a grammar.
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Chapter 2. Background

Example 2.34.

The following is a simulating interpretation between trees for the pmcfg gram-
mar in �gure 2.6, and trees for the original gf grammar in �gure 2.4;

hjsp1(x; y)ji = sp(hjxji ; hjyji )

hjsp2(x; y)ji = sp(hjxji ; hjyji )

hjnpd1(x; y)ji = npd(hjxji ; hjyji )

hjnpd2(x; y)ji = npd(hjxji ; hjyji )

hjvpt 1(x; y)ji = vpt (hjxji ; hjyji )

hjvpt 2(x; y)ji = vpt (hjxji ; hjyji )

hjnpp(x)ji = npp(hjxji )

hjcji = c (c = da ; dm ; nc; nf ; ve)

Furthermore, the interpretation is trivial and has no coercions.
N

De�nition 2.35 (simulation). A gcfg grammar G is a (trivial) simulation of
another grammar G0, if there is a (trivial) simulating interpretation, and a
mapping hj�ji between pairs of categories and linearizations such that ift : A ) �
then hjt ji : A0 ) � 0, where hjA ; � ji = A0; � 0. Furthermore, hjS ; wji = S0; w
for all input strings w, where S and S0 are the starting categories ofG and G0

respectively.

Note that if A ! f [B ] is a coercion in the simulationG, then [[f (t)]] = [[ t]] for
all trees t : B , and hjA ; � ji = hjB ; � ji wheneverA ) � . This also implies that
any item for f is of the form [ A ! f [B ] ; � ; � ]

Example 2.36.

Together with the simulating interpretation in the previou s example, the follow-
ing bijection between pairs of categories and linearizations constitutes a simu-
lation by the pmcfg grammar of the original gf grammar;

hjS; s = � ji = S; f s = � g

hjX 1 ; s = � ji = X ; f s = � ; n = Sgg (X = NP; D)

hjX 2 ; s = � ji = X ; f s = � ; n = Pl g (X = NP; D)

hjY ; s1 = �; s 2 = � ji = Y ; f s = [ Sg) � ; Pl ) � ] g (Y = VP; N; V)

N

Implications to parsing

Since the simulating interpretation is e�ciently computab le, a simulation can
be used to parse a grammar in the obvious way; just use the simulating inter-
pretation for translating back the parse trees.
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2.7. Summary

If G trivially simulates G0, there is a simple procedure transforming a complete
chart for G, with respect to S and w, into a complete chart for G0, with respect
to S0 and w.

Algorithm 2.37.

For each item [A ! f [B ] ; � ; � ] such that f is a coercion, and for each item
� = [ : : : ! g[: : : ; A; : : :] ; : : : ; : : : ], add a copy of� where A is replaced byB .

Then transform each item [A ! f [ ~B ] ; � ; ~ ] such that,

hjf ji = f 0 6= �

hjA ; � ji = A0; � 0

hj~B ; ~ ji = ~B 0; ~ 0

into the new item [ A0 ! f 0[ ~B 0] ; � 0; ~ 0 ].
N

Lemma 2.38. Transforming a complete chart C, with respect toS and w, results
in a complete chart C0, with respect to S0 and w.

Proof. We have to show that [A0; � 0 ] is contained in C0 whenever [A ; � ] is
contained in C.

Since the simulating interpretation is surjective, each treet0 such that t0 : A0 )
� 0 will be the image hjtji of some treet such that t : A ) � . But since [ A ; � ]
is contained in C, each treet : A ) � is represented byC; which implies that
each treet0 : A0 ) � 0 will be represented byC0, which means that [A0; � 0 ] is
contained in C.

Finally, C is complete with respect toS0 and w, sinceC is complete with respect
to S and w, and hjS ; wji = S0; w, C0.

�

This procedure can be used to transform a chart returned by a parsing algorithm
for the simulation, into a chart for the original grammar.

2.7 Summary

In this chapter we de�ned the basic notions for use in the restof the thesis.
Most importantly the grammar formalisms gf (with the important subclass
context-free gf ), gcfg and pmcfg were de�ned. Most of the material has
been introduced by previous authors; it is only some things that are previously
unseen. We stated two minor results which follow directly from the de�nitions;
context-freegf is an instance ofgcfg , and pmcfg is an instance of context-free
gf .
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Chapter 2. Background

In section 2.6 we discussed the representation of syntactical terms. We extended
the notion of a shared forest for compactly representing a set of syntactical
analyses, to thegcfg formalism. We also discussed when a grammar formalism,
for which there are known parsing algorithms, can be used to parse grammars in
another formalism. This was done by adapting the notion of grammar simulation
from Chiang (2001).
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Chapter 3

Reducing context-free GF

to PMCFG

This chapter shows that context-freeGF is strongly equivalent toPMCFG. This
equivalence is shown by giving an algorithm converting context-freeGF grammars
into PMCFG grammars recognizing the same language; and by showing thatparse
results can be converted back e�ciently.

The conversion algorithm consists of enumerating all parameter instantiations in
a linearization, and then moving the instantiated parameters to the abstract cate-
gories. Enumerating all instantiations may lead to an exponential increase of the
grammar size. Therefore two alternative conversion algorithms are given, which do
not enumerate all possible instantiations, but instead tryto only instantiate when
it is necessary.

69



Chapter 3. Reducing context-free GF to PMCFG

The main result of this chapter is the following theorem, which is a direct
consequence of the conversions in sections 3.2 and 3.3.

Theorem 3.1. Any context-free gf grammar can be transformed to an equiva-
lent pmcfg grammar, which furthermore is a trivial simulation of the or iginal
grammar.

Example 3.2.
Our example grammar throughout this chapter will be the canonical gf gram-
mar in �gure 2.4 on page 53.

N

3.1 Paths and � -normal form

De�nition 3.3 (path). A path is a sequence of record projections and table
selections. The empty path is written � , and �:r and � ! � are paths if � is a
path.

A path that does not contain any argument variables x i is called instantiated;
in which case the selections� can only be parameters. A non-instantiated path
is called nested; this is because if a path contains an argument variable x i , then
that variable is always followed by a (possibly empty) path.

Note that we in the following equate nested tables and records with sets of
path-value pairs. I.e. the nested linearization term

f s = [ Sg) � 1 ; Pl ) � 2 ] ;

p = f n = Sg; g = Utr g g

can also be written as a set of path-value pairs, or a 
attenedrecord,

f s ! Sg = � 1 ;

s ! Pl = � 2 ;

p:n = Sg;

p:g = Utr g

De�nition 3.4 (string path, parameter path). A linearization type T as well as
a linearization � can be partitioned into their string paths and parameter paths:

[T ]Str = f � : Str j T:� = Str g

[T ]Par = f � : P j T:� = P 2 Parg

[� ]Str = f � = �:� j �:� : Str g

[� ]Par = f � = �:� j �:� : P 2 Par g

Note that there are only a �nite number of instantiated param eter records� :
[T ]Par, since there are only �nitely many parameters.
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3.2. Converting to table normal form

Example 3.5.

For the terms dm : D and nc : N in the example grammar in �gure 2.4 we have
the following.

[d�
m ]Str : [D� ]Str = f s = `many' g : f s : Str g

[d�
m ]Par : [D� ]Par = f n = Pl g : f n : Numg

[n�
c ]Str : [N� ]Str = f s ! Sg= ` lion ' ; s ! Pl = ` lions' g

: f s ! Sg: Str ; s ! Pl : Str g

[n�
c ]Par : [N� ]Par = f g : f g

N

De�nition 3.6 ( � -normal form). A linearization term � of type T is in � -normal
form if the structure follows the structure of its linearization type:

� If T is a record type, f r1 : T1 ; : : : ; rn : Tn g, then � is a record f r1 =
� 1 ; : : : ; rn = � n g where each subterm� i is in � -normal form.

� If T is a table type P ) T0 and P = f p1; : : : ; pn g, then � is a table
[ p1 ) � 1 ; : : : ; pn ) � n ] where each subterm� i is in � -normal form.

� If T is a basic linearization type, Str or P 2 Par, then � is called a leaf.

3.2 Converting to table normal form

De�nition 3.7 (table normal form). A gf linearization is in table normal form
if it is of the form

f : B1 � � � � � B � ! A

f � (x1; : : : ; x � ) = [ � 1 ) � 1 ; : : : ; � n ) � n ] ! �

and the following hold:

� � contains all parameter paths of the argumentsx1; : : : ; x � ;

� =


[x1]Par; : : : ; [x � ]Par�

� Each � k is a possible parameter instantiation ofx1; : : : ; x � ;

� k : [B �
1 ]Par � � � � � [B �

� ]Par

� � 1; : : : ; � n is an exhaustive enumeration of instantiations;

f � 1; : : : ; � n g = [ B �
1 ]Par � � � � � [B �

� ]Par
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Chapter 3. Reducing context-free GF to PMCFG

� Each � k is in � -normal form where the leaves are either parameters or
concatenations of constant strings and instantiated string paths.

The following algorithm converts any gf linearization in canonical form1 into
table normal form.

Algorithm 3.8.

Given a gf function with a context-free backbone;

f : B1 � � � � � B � ! A

f � (x1; : : : ; x � ) = �

convert the canonical linearization � to table normal form by applying the fol-
lowing two steps;

� First, add the outer table as in the de�nition of table normal form;

f � (x1; : : : ; x � ) = [ � 1 ) � ; : : : ; � n ) � ] ! �

� =


[x1]Par; : : : ; [x � ]Par�

� k : [B �
1 ]Par � � � � � [B �

� ]Par

� Second, for each instantiation� k , convert � to � k , by repeating the fol-
lowing substitution until there are no parameter paths left ;

{ Substitute each termx i :� , where� is an instantiated parameter path,
by its � k -instantiation ( � k ) i :� .

N

Note that the normal form of a linearization, can very well lead to an exponential
increase of the size of the linearization. The reason is thatthe outer table
[ � 1 ) � 1 ; : : : ; � n ) � n ] has a number of rows proportional to the total
number of parameters occurring in thegf linearization.

Lemma 3.9. Algorithm 3.8, together with the standard computation rules, yields
an equivalent linearization in table normal form.

Proof. Assume that the resulting linearization is not in table normal form.
Then there must be some� k which is not in the form described in de�nition
3.7. Now � k can not contain any instantiated parameter paths, since they are
substituted by the algorithm.

The only possibility for � k is therefore to contain nested paths. Then there
must be a \least"nested path � , occurring asx i :� , where� does not contain any
nested paths itself. But then � can neither contain nested paths, nor instantiated
parameter paths, meaning that � is not nested. We have a contradiction. �

1The canonical form is de�ned in section 2.3.7.
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3.3. Converting to a pmcfg grammar

Example 3.10.
There are three linearizations in the example that are not intable normal form,
and this is how they look after conversion;

s�
p(x; y) = [ Sg) f s = x:s � y:s ! Sgg;

Pl ) f s = x:s � y:s ! Pl g ] ! x:n

np�
d(x; y) = [ Sg) f s = x:s � y:s ! Sg; n = Sgg;

Pl ) f s = x:s � y:s ! Pl ; n = Pl g ] ! x:n

vp�
t (x; y) = [ Sg) f s = [ Sg) x:s ! Sg � y:s ;

Pl ) x:s ! Pl � y:s ] g ;

Pl ) f s = [ Sg) x:s ! Sg � y:s ;

Pl ) x:s ! Pl � y:s ] g ] ! y:n

N

3.3 Converting to a PMCFG grammar

To get a pmcfg grammar, we have to get rid of the parameters in some way;
and this we do by moving them to the abstract syntax. Each table row � k ) � k

resulting from algorithm 3.8 will then give rise to a unique function symbol f̂
with linearization � k .

Algorithm 3.11.
Given the context-free backbone of agf grammar where all linearizations are
in table normal form, create a grammar with the following categories, function
symbols and linearizations:

� For each categoryA and each instantiated parameter record� : [A � ]Par,
create a new categoryÂ = A[� ]. The linearization type is the same as the
string paths of the original linearization type, Â � = [ A � ]Str .

� For each syntax rule f : B1 � � � � � B � ! A, and all new categories
Â; B̂1; : : : ; B̂ � , create a new syntax rulef̂ : B̂1 � � � � � B̂ � ! Â; where f̂
is a unique function symbol, f̂ = f [B̂1 � � � B̂ � ! Â ].

� For each linearization function,

f � (x1; : : : ; x � ) = [ � 1 ) � 1 ; : : : ; � n ) � n ] ! �

and each table row� k ) � k , create a new linearization function for f̂ ;

f̂ � (x1; : : : ; x � ) = [ � k ]Str

Â = A[[� k ]Par]

Â i = A i [(� k ) i ]

where we by (� k ) i mean the i th component of � k .
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Chapter 3. Reducing context-free GF to PMCFG

The resulting grammar is a pmcfg grammar, since all linearizations are records
of strings.

N

A trivial simulation

Recalling the de�nition of simulation in section 2.6.3, we de�ne a trivial simu-
lating interpretation, hjf (~t)ji = g(hj~t ji ), where g is the function symbol such that
f = ĝ. A mapping between pairs of categories and linearizations can be de�ned
as hjA ; � ji = B ;  where B is the category such that A = B̂ = B [� ], and
 = � [ � . With these two functions we can state the following lemma.

Lemma 3.12. The resulting pmcfg grammar is a trivial simulation of the orig-
inal gf grammar.

Proof. We have to show that t : A ) � implies that hjt ji : B )  where
hjA ; � ji = B ;  . We proceed by induction on the size of the treet = f (~t), where
f : ~A ! A.

Assume that t : A ) � . But from the algorithm we know that there are g,
B and � such that g : ~B ! B , f = ĝ, A = B̂ = B [� ] and  = � [ � . Now,
f (~t) : A ) � implies that ~t : ~A ) ~� , which by the induction hypothesis is
equivalent to hj~tji : ~B ) ~ , which in turn implies that hjt ji : B )  .

�

Example 3.13.
Figure 3.1 shows how the example grammar looks like after conversion to pm-
cfg . Note that the grammar is equivalent to example 2.20, modulorenaming
of categories, functions and labels.

N

3.4 Non-deterministic reduction

Another possible conversion is to use a non-deterministic substitution algorithm.
This can also in some cases reduce the size of the resultingpmcfg grammar,
when argument parameters are not mentioned in the original linearizations.

Algorithm 3.14.
Assume the following abstract syntax rule, together with its linearization func-
tion:

f : B1 � � � � � B � ! A

f � (x1; : : : ; x � ) = �

Repeat the following non-deterministic substitution unti l there are no instanti-
ated parameter paths left, accumulating the parameter records � 1; : : : ; � � :
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3.4. Non-deterministic reduction

Categories and linearization types

X̂ 1 = X [n = Sg] (X = D; NP)

X̂ 2 = X [n = Pl] (X = D; NP)

X̂ = X [] (X = S; VP; V; N)

bS� ; bD�
1; bD�

2; cNP
�

1; cNP
�

2 = f s : Str g

bN� ; bV� ; cVP
�

= f s ! Sg: Str ; s ! Pl : Str g

Functions

ŝpi : cNPi � cVP ! bS (i = 1 ; 2)

cnpdi : bDi � bN ! cNPi (i = 1 ; 2)

cnpp : bN ! cNP2

cvpti : bV � cNPi ! cVP (i = 1 ; 2)

d̂a : bD1

d̂m : bD2

n̂f ; n̂c : bN

v̂e : bV

Linearization functions

ŝ�
p1(x; y) = f s = x:s � y:s ! Sgg

ŝ�
p2(x; y) = f s = x:s � y:s ! Pl g

cnp�
d1(x; y) = f s = x:s � y:s ! Sgg

cnp�
d2(x; y) = f s = x:s � y:s ! Pl g

cnp�
p(x) = f s = x:s ! Pl g

cvp�
t 1(x; y) = f s ! Sg= x:s ! Sg � y:s ;

s ! Pl = x:s ! Pl � y:s g

cvp�
t 2(x; y) = the same as cvp�

t 1(x; y)

d̂�
a = f s = `a' g

d̂�
m = f s = `many' g

n̂�
c = f s ! Sg= ` lion ' ; s ! Pl = ` lions' g

n̂�
f = f s ! Sg= ` �sh ' ; s ! Pl = ` �sh ' g

v̂�
e = f s ! Sg= `eats' ; s ! Pl = `eat' g

Figure 3.1: Example grammar after conversion topmcfg .
N
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Chapter 3. Reducing context-free GF to PMCFG

� Substitute each instantiated parameter path x i :� : P with any p 2 P,
such that the uni�cation � i t f � = p g is de�ned.2 Update � i with the
result of the uni�cation.

Supposing that the �nal substituted linearization is  , we can add the following
rule for the new function symbol f̂ :

f̂ : B̂1 � � � � � B̂ � ! Â

f̂ � (x1; : : : ; x � ) = [  ]Str

Â = A[[ ]Par]

B̂ i = B i [� i ]

N

The algorithm is non-deterministic, and we get the �nal grammar by �nding
all solutions for each function symbolf . This terminates since there are only a
�nite number of parameters.

3.4.1 Coercions between categories

There is a di�erence between algorithm 3.14 and the previousalgorithms 3.8 +
3.11; if an argument parameterx i :� is not mentioned in � (i.e. if the linearization
is erasing), then there will be no� -row in the constraint record � i . This means
that the new category B̂ i = B i [� i ] will only contain a subrecord of B i [[ i ]Par],
where� i is a linearization of type B �

i . This problem can be solved by introducing
coercion functions betweenB i [� i ] and B i [[ i ]Par].

Algorithm 3.15.

Consider two syntax rules resulting from algorithm 3.14,

f̂ : � � � � B̂1 � � � � ! Â

ĝ : � � � ! B̂2

where B̂1 = B [� 1] and B̂2 = B [� 2]. If � 1 is a subrecord of� 2, add the coercion
function ĉ = c[� 1� 2]:

ĉ : B̂2 ! B̂1

ĉ� (x) = x

N

Applying algorithm 3.14 and then algorithm 3.15 results in a grammar that is
a trivial simulation of the original grammar. This is not di� cult to see, since
the coercion functions will be coercions in the simulating interpretation.

2Recall that we de�ned a simplistic variant of record uni�cat ion in section 2.1.2; � 1 t � 2 =
� 1 [ � 2 whenever there is no r such that � 1 :r 6= � 2 :r .
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Example 3.16.

One function symbol gets a linearization from algorithm 3.15 that di�ers from
�gure 3.1; the functions cvpt 1 and cvpt 2 get merged into one functioncvpt ,

cvpt : bV � cNP ! bV

cvp�
t (x; y) = f s ! Sg= x:s ! Sg � y:s ;

s ! Pl = x:s ! Pl � y:s g

where cNP = NP[]. This yields coercions for the more speci�c types cNP1 =
NP[n = Sg] and cNP2 = NP[n = Pl].

ĉi : cNPi ! cNP (i = 1 ; 2)

ĉ�
i (x) = x

N

3.5 Tables with anonymous variables

In full gf it is possible to have anonymous tables of the form [ ) � ], meaning
that the value of the parameter is uninteresting. In canonical form such a table
will have the form [ p1 ) � ; : : : ; pn ) � ]. The algorithms presented so
far will then result in n copies of � in each resulting linearization. Here we
show how to reduce this overhead, in a way similar to theregulus compiler
(Rayner et al., 2001), which compiles limited uni�cation-based grammars into
context-free grammars.

We assume that anonymous tables are written as [ ) � ]. This can be ac-
complished either by transforming each table [p1 ) � 1 ; : : : ; pn ) � n ] such
that � 1 = � � � = � n ; or by changing the canonical form compiler into leaving
anonymous tables alone.3

3.5.1 Constraints and anonymous variables

The non-deterministic substitution in algorithm 3.14 remains almost the same.
But now we have the possibility of reducing a selection from an anonymous table
[ ) � ] ! (x i :� ) directly to � , without updating the constraint record � i at all.
This means that there are two con
icting behaviors if x i :� is an instantiated
parameter path; either substitute it by any p 2 P and update � i , or reduce to �
without updating � i . In either case, the �nal result will be � , but in the former
we get several solutions, one for eachp 2 P. Therefore, we should try to reduce
[ ) � ] ! x i :� directly whenever possible. The best way to do this is to reduce a
term from the inside; i.e. when considering a term� ! (x i :� ), �rst reduce � and

3This is already implemented as an option in the current imple mentation of GF.
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check whether it is an anonymous table. If it is, reduce without updating � i ,
otherwise substitute by somep 2 P and update � i .

Now, assume the following initial rule

f : B1 � � � � � B � ! A

f � (x1; : : : ; x � ) = �

After constraint reduction of � we will get  , together with the constraints
� 1; : : : ; � � . From this we can deduce the following rule for the new function
symbol f̂ :

f̂ : B̂1 � � � � � B̂ � ! Â

f̂ � (x1; : : : ; x � ) = [  ]Str

Â = A[[ ]Par ; �]

B̂ i = B i [� i ; ; ]

� = f � j  :� = [ )  0 ] g

Note that the new categoriesÂ and B̂ i consists of the parameter paths, together
with a set �. This set contains the paths for all anonymous tab les of the resulting
term.

3.5.2 More coercion functions

With anonymous tables, algorithm 3.15 for creating coercions has to be ex-
tended.

Algorithm 3.17.

Given two rules,

f̂ : � � � � B̂1 � � � � ! Â

ĝ : : : : ! B̂2

where B̂1 = B [� 1 ; ; ], B̂2 = B [� 2 ; �] and B̂1 6= B̂2. If � 1 is a subrecord of� 2,
then we can add the coercion ^c = c[� 1� 2�],

ĉ : B̂2 ! B̂1

ĉ� (x) = f � 1 = x:� �
1 ; : : : ; � n = x:� �

n g

where � �
i is created from� i by the following substitution; whenever � i = � ! p:� 0

and � 2 �, i.e. a pre�x of � i is in �, replace p by in � �
i .

N

Note that there can be more than one substitution; if � 2 � and � ! :� 0 2 �,
then � i = � ! p:� 0! p0 will be replaced by � �

i = � ! :� 0! .
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Example 3.18.
The original (non-canonical) rule for nf contains an anonymous table,

nf : N

n�
f = f s = [ ) �̀sh ' ] g

The non-deterministic reduction then results in the following rule,

n̂f : bNs

n̂�
f = f s ! = ` �sh ' g

where bNs = N[ ; s], sinces is the path for the only anonymous table. The rest of
the grammar results in the samepmcfg grammar as �gure 3.1 augmented with
example 3.16. Finally we get a coercion from the \anonymous noun" bNs = N[ ; s]
to the standard noun bN = N[],

ĉ : N[ ; s] ! N[]

ĉ� (x) = f s ! Sg= x:s ! ; s ! Pl = x:s ! g

N

3.6 Summary

The main result of this chapter is that any context-free gf grammar can be
transformed to an equivalent pmcfg grammar. Furthermore, the resulting
grammar is a simulation, meaning that it can be used for the purpose of parsing
the original context-free gf grammar. The translation works by �rst instanti-
ating all tables and table selections, and converting them to records and record
projections; and then all parameters are moved to the abstract syntax. This
means among other things that a category in the original grammar can be split
into a number of distinct categories in the resulting grammar; and that a func-
tion in the original grammar can be split, or duplicated, int o several functions
with di�erent typings.

Since a simulating pmcfg grammar always exists, context-freegf can be seen
as a nice front-end for pmcfg , in the same way asgeneralized phrase-
structure grammar (Gazdar et al., 1985) can be seen as a nice front-end for
cfg .

As noted in section 3.2, the translation from gf to pmcfg can lead to an ex-
ponential increase of the grammar size. Therefore two alternative translation
algorithms were given that can in some cases reduce the increase of grammar
size. The main idea of these variants is that it is not always necessary to instan-
tiate every possible table and parameter, and in these casesa number of similar
grammar rules (and categories) can be merged into one singlerule (and cate-
gory), together with simple coercion functions between themerged categories
and the original categories.
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Chapter 4

Parsing algorithms for context-free
GF and PMCFG

This chapter investigates a number of tabular parsing algorithms for context-freeGF
andPMCFG, all with polynomial time complexity. Starting with a general passive al-
gorithm similar to the one given by Seki et al. (1991), several di�erent modi�cations
are suggested.

The search space can be reduced by approximating thePMCFG grammar by an
over-generatingCFG. Afterwards the context-free parse results can be translated
back into PMCFG parse results, which have to be checked for correctness since the
CFG is over-generating.

Another alternative is to use an active algorithm, in the spirit of the context-free
Earley (1970) algorithm. We give two active algorithms; onerecognizing the lin-
earization rows of a rule in a �xed order, and another recognizing rows incrementally
according to the order in which they occur in the input. Both top-down and bottom-
up prediction strategies are investigated.

All suggested algorithms, except for the last incremental version, require that the
PMCFG grammar is nonerasing; therefore we give an algorithm for removing eras-
ingness from a grammar.
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A note on erasing grammars

The algorithms in sections 4.2, 4.3 and 4.4 only work fornonerasing grammars.
In section 4.5 it is discussed how to handle grammars where linearization ar-
guments are deleted. The �nal algorithm in section 4.6 worksfor erasing and
suppressing grammars directly.

A note on items and charts

The parse items de�ned in the algorithms in this chapter are strictly not items
in the sense of de�nition 2.25 in section 2.6.2. But it is not di�cult to convert
the parse items resulting from an algorithm to items satisfying the de�nition.

The soundness and completeness results of the algorithms can then be used to
show that the transformed chart is complete according to de�nition 2.29.

A running example

Example 4.1.
Throughout this chapter we will use the following example grammar when ex-
emplifying the algorithms.

S ! f [A] := s = A:p A:q

A ! g[A1; A2] := p = A1:p A2:p;

q = A1:q A2:q

A ! ac[] := p = `a' ; q = `c'

A ! bd[] := p = `b'; q = `d'

This grammar generates the language,

L = f s � (s) j s 2 (a [ b)� g

where � is a homomorphic mapping satisfying� (a) = c and � (b) = d.

This language is a kind of \copy-morphism" language, since the second occur-
rence of s is transformed through the homomorphism � . Some strings that
are accepted by the grammar are àc' ; `bd'; `abcd'; `badc' ; `aacc' ; `bbdd', and
`abbacddc'.

N

4.1 Ranges

The idea of ranges is taken fromrange concatenation grammar (rcg ;
Boullier, 2000a,b). But instead of using pairs of input positions as in the rcg
formalism, we use sets of pairs. The reason for this is that agf/pmcfg grammar
can have reduplication of strings.
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De�nition 4.2 (range). Given an input string w; the universal range R w is the
set of all pairs of input positions, R w = f (i; j ) j 0 � i � j � j wj g. A range � is
a nonempty subset ofR w . Concatenation is a partial operation on ranges,

� 1 � � 2 = f (i; k ) j (i; j ) 2 � 1; (j; k ) 2 � 2 g

whenever the resulting set is non-empty.

There is a partial function from a string to a range,

hsi w = f (i; j ) j s = wi +1 : : : wj g

whenevers is a substring of w. If the input string w is known, we simply write
hsi . We write i : : : j for the range hwi +1 : : : wj i . A string s is an image of a
range � if � = hsi . In the sequel we only considerstring-equivalent ranges,
i.e. ranges that have an image. The string-equivalent ranges are closed under
concatenation, and form a partition of R w . There are only O(jwj2) string-
equivalent ranges (instead of 2jw j ranges in total) and they can be stored in
constant space by only remembering the �rst pair. Concatenation of string-
equivalent ranges can be done in constant time by creating a \multiplication
table" of size O(jwj4) before-hand.

For string-equivalent ranges � we write w� for the string wi +1 : : : wj whenever
(i; j ) 2 � . This means that wi:::j = wi +1 : : : wj . Note that hw� i = � ; and
whsi = s whenever s is a substring of w. The empty range h� i matches the
empty string and is equal to f (i; i ) j 0 � i � j wj g. If � is a data structure
(such as a list, a record or a tree) containing one or more ranges, we writew�

for the data structure where all occurrences of a range� in � are replaced by
the string w� ; and if � is a data structure containing strings, we write h� i for
the data structure where all strings are replaced by matching ranges.

If � or � are incomplete in the sense that they contain as yet unbound variables,
then these variables are left unchanged inw� and h� i . If � or � are in the
context of a rule A ! f [ ~B ] :=  , then argument variablesB i are considered as
unbound variables.

Example 4.3.
Given the input string w = `abaabaa', the following are examples of ranges;

� 1 = habaai = f (0; 4); (3; 7) g (= 0 : : : 4 = 3 : : : 7)

� 2 = haabai = f (2; 6) g (= 2 : : : 6)

� 3 = habi = f (0; 2); (3; 5) g

� 4 = hai = f (0; 1); (2; 3); (3; 4); (5; 6); (6; 7) g

Now, given that,

� = f s = � 3 � � 4 � � 4 ; t = � 3 � x � � 3 g

where x is a variable, we have that,

w� = f s = `abaa' ; t = `ab' � x � `ab' g
N
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4.1.1 Range-restriction

We say that a linearization is string-concatenative if the only linearization
operation involving strings is concatenation; gf and pmcfg are both string-
concatenative formalisms. The notion of range-restriction is only meaningful
for string-concatenative linearizations.

De�nition 4.4 (range-restriction). A gf linearization � can berange-restricted
by an input string w. In the resulting linearization h� i , each string constant
s is replaced by the rangehsi , and string concatenation is replaced by range
concatenation.

Note that range-restriction is a partial operation since hsi is a partial function.

A linearization can contain at most O(j� j) constant strings, and since each of
these takesO(jwj) time to restrict, the following lemma is trivial.

Lemma 4.5. Range-restricting a gf linearization � by w can be done in time
O(j� j � jwj).

This lemma is noted only to make sure that range-restrictionis not the main
part of the time complexity for a parsing algorithm.

Example 4.6.

The following rule in the example grammar,

A ! ac[] := p = `a' ; q = `c'

can be range-restricted by the input string àbbacddc', resulting in the following
rule,

A ! ac[] := p = f (0; 1); (3; 4) g ; q = f (4; 5); (7; 8) g

N

4.1.2 Ranges and linear GF grammars

Recall from section 2.4.4 that a grammar is linear if no part of any argument
variable occurs more than once in a linearization. In a linear gf grammar each
record projection for a linearization variable B i :r occurs at most once.

A non-linear grammar has a rule where some argument projection occurs twice,
i.e. A ! f [ ~B ] := � 1 B i :r � 2 B i :r � 3. In the �nal linearized string w, the �rst
occurrence ofB i :r represents some substringwi : : : wj and the second occur-
rence represents another substringwi 0 : : : wj 0. This is the reason why ranges are
represented assets of index pairs, and not just index pairs.
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A linear grammar does not have this reduplication of arguments, which means
that it is not necessary to represent ranges as sets. Insteadwe can use a rep-
resentation as pairs of indices (i; j ), where 0 � i � j � j wj, as done in rcg .
Concatenation is de�ned as (i; j ) � (j 0; k) = ( i; k ) whenever j = j 0. We call
this representation simple ranges, as opposed to the previous set-representation.
When using simple ranges, there are only some small things tonote;

� The partial function hsi from strings to ranges, becomes a many-valued
function;

� This implies that range-restriction becomes a non-deterministic operation.

All algorithms from this chapter work on simple ranges with only slight modi�-
cations. The only di�erence is that each occurrence of� = hsi should be replaced
by � 2 hsi . As an example, the inference rule 4.12 of section 4.4 becomes (after
simpli�cation),

[ R ; � ; r = ( i; j ) � s �; � ; ~� ]

[ R ; � ; r = ( i; k ) � �; � ; ~� ]

�
s = wj +1 : : : wk

Example 4.7.

The example grammar is linear, meaning that we can use simpleranges instead.
Range-restricting the example grammar with the same input string, now results
in the following four rules,

A ! ac[] := p = (0 ; 1) ; q = (4 ; 5)

A ! ac[] := p = (3 ; 4) ; q = (4 ; 5)

A ! ac[] := p = (0 ; 1) ; q = (7 ; 8)

A ! ac[] := p = (3 ; 4) ; q = (7 ; 8)

N

4.2 Polynomial parsing for context-free GF

Given the range de�nitions above, it is straightforward to d escribe a simple
bottom-up parsing algorithm for context-free gf grammars. This algorithm is
a natural extension of the cky algorithm and similar to the one described by
Seki et al. (1991), only this one is more general since it alsoworks for a more
general formalism than pmcfg .

The parse items for a ruleA ! f [ ~B ] := � are of the form [A ! f [ ~B ] ; � ; ~� ],
where � and � i are range-restricted linearizations. The interpretation is that
there is some treet = f (~t) : A such that [[t]] = w� and [[~t]] = w~� .
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Combine
[ B1 ; � 1 ] : : : [ B � ; � � ]

[ A ! f [ ~B ] ; � ; ~� ]

�
A ! f [ ~B ] := �

� = h� i [ ~B=~�]
(4.1)

First we range-restrict the linearization � , and then substitute each argu-
ment variable B i by its range-restricted linearization � i .

Since the grammar is nonerasing, all �i are contained in �. From this we can
de�ne a ranking of parse items where each antecedent is less than the consequent.
This implies that the inference rule can be implemented by the generalizedcky
deduction engine (algorithm 2.4). A simple item ranking can be de�ned as
r ([ A ; � ]) = jw� j, which works as long as there are no coercions in the grammar.
Recall from section 2.6.3 that a coercion is a rule of the formA ! f [B ] with
f � (x) = x.

When we want to prove completeness, the rankingr above works well for gram-
mars without coercions. In the general case we can de�ne a ranking based on
the size of the corresponding minimal tree instead;1

d([ A ! f [ ~B ] ; � ; ~� ]) = min f j t j j t = f (~t) : A; [[t]] = w� ; [[~t]] = w
~� g

Theorem 4.8. Inference rule 4.1 is sound and complete.

Proof. Soundness follows from the fact that the antecedents [B i : � i ] say that
there are treest i : B i such that [[t i ]] = � i . Then the tree t = f (t1; : : : ; t � ) is
type-correct and has linearization [[t]] = � [ ~B=w~� ]; and since � = h� i [ ~B=~�], the
consequent item has a correct interpretation.

Completeness follows from the fact that the only way to infer an item is by
the Combine rule, and then the size jt j = jf (t1; : : : ; t � )j > jt i j for all trees t,
including the minimal tree.

�

Example 4.9.

Given the example grammar and an input string w = `acbd', the �nal goal item
is [ S ; � w ], where � w = f s = hwi g and hwi = 0 : : : 4 = f (0; 4) g. Here is an
example derivation using inference rule 4.1,

1 [ A ! ac[] ; � a;c ; ] Combine
10 [ A ; � a;c ]
2 [ A ! bd[] ; � b;d ; ] Combine
20 [ A ; � b;d ]
3 [ A ! g[A1; A2] ; � ab;cd ; � a;c ; � b;d ] Combine (1'), (2')
30 [ A ; � ab;cd ]
4 [ S ! f [A] ; � w ; � ab;cd ] Combine (3')
40 [ S ; � w ]

1Recall from section 2.6.1 that the size jt j of a tree t = f (~t ) is equal to 1 + j~t j.
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where the range records �i are as follows,

� a;c = f p = hai ; q = hci g

� b;d = f p = hbi ; q = hdi g

� ab;cd = f p = habi ; q = hcdi g

� w = f s = habcdi g
N

Theorem 4.10. For a context-free gf grammar, the �nal chart is �nite and poly-
nomial in the length of the input. Thus the algorithm terminates in polynomial
time in the length of the input.

Proof. To get an upper bound of the number of items we observe that any
linearization type [[A]] in the grammar G can only contain a �nite number dA

of occurrences ofStr. In an item of a given rule A ! f [ ~B ] := � , there are dA +P
dB i di�erent ranges. For each range there areO(n2) possibilities, wheren =

jwj is the length of the input. Thus, there are O(n2(dA +
P

dB i ) ) possible items for
the given rule. The space complexity isO(jRj n2e), where e = max A ! f [ ~B ](dA +
P

dB i ).

For the time complexity we note that since all information available in the
antecedent items and the side conditions also exist in the consequent, each item
will only be inferred once. This in turn means that the time for inferring one
item is constant, given that the calculation in the side condition is constant.
Thus, the time complexity is equal to the space complexity.

�

For pmcfg grammars, the upper bound for space and time complexity can be
tightened to O(jRj ne+1 ) by inspecting the structure of the linearization records.
Informally, the reason is that the daughter strings in an item are not independent
of each other; e.g. in a linearizationr = A:r B:s C:t , the leftmost position of B:s
must be equal to the rightmost position ofA:r , and the rightmost position of B:s
must be equal to the leftmost position ofC:t. For a more detailed explanation,
see Seki et al. (1991).

4.2.1 An active version of the algorithm

The algorithm above su�ers from the same problem as similar context-free pars-
ing algorithms do; for the inference rule to apply, we must �nd � matching items,
which can take long time for large� . The standard solution is to introduce par-
tial results, giving us the possibility to match one item at t he time. The items
now look like [ A ! f [ ~B � ~B 0] ; � ; ~� ] with j ~B j = j~� j, where the categories~B
to the left of the dot are found with linearizations ~�. The linearization � is a
partially instantiated linearization. When ~B 0 is empty, the item is passiveand
� is fully instantiated. In this case we can write [ B ; � ] for the passive item
[ B ! g[: : : � ] ; � ; : : : ].
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Predict

[ A ! f [ � ~B ] ; � ; ]

�
A ! f [ ~B ] := �

� = h� i
(4.2)

Prediction converts each grammar rule to a range-restricted equivalent
active item.

Combine

[ A ! f [ ~B � Bk ; ~B 0] ; � ; ~� ] [ Bk ; � k ]

[ A ! f [ ~B ; Bk � ~B 0] ; � 0; ~� ; � k ]

�
� 0 = �[ Bk =� k ] (4.3)

Here we substitute only one argument variableBk by its range-restricted
linearization � k .

Example 4.11.

We use the same grammar and input stringw = `abcd' as in example 4.9; and
get the following derivation,

1 [ S ! f [ � A] ; � 0
w ; ] Predict

2 [ A ! g[ � A1; A2] ; � 0
ab;cd ; ] Predict

3 [ A ! ac[� ] ; � a;c ; ] Predict
4 [ A ! bd[� ] ; � b;d ; ] Predict
5 [ A ! g[A1 � A2] ; � 1

ab;cd ; � a;c ] Combine (2), (3)
6 [ A ! g[A1; A2 � ] ; � ab;cd ; � a;c ; � b;d ] Combine (4), (6)
7 [ S ! f [A � ] ; � w ; ] Combine (1), (7)

where the range records �w ; � a;c ; � b;d; � ab;cd are as in example 4.9; �0w ; � 0
ab;cd

are uninstantiated as in their corresponding grammar rules; and � 1
ab;cd is par-

tially instantiated,

� 1
ab;cd = f p = hai A2:p ; q = hci A2:q g

N

Soundness and completeness

We here give arguments of why the active algorithm is correct. To show correct-
ness of the inference rules 4.2 and 4.3, we �rst have to give aninterpretation of
parse items. The interpretation of an item [A ! f [ ~B � ~B 0] ; � ; ~� ], is that there
is an open tree t = f (~t; ~t0) : A, for which [[t]] = w� and [[~t]] = w~� . Recall from
section 2.6.1 that an open tree may contain argument variablesB i somewhere.
In this case we can be more speci�c; each tree in~t is instantiated, and each tree
t i in ~t0 is equal to the argument variable B i . Note that for passive items the
tree t is instantiated, and the interpretation coincides with the interpretation of
the passive algorithm.
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For the completeness proofs we assume that the associated grammar rule is;

A ! f [ ~B ] := �

Soundness ofPredict follows from the fact that,

[[f ( ~B )]] = � = wh� i = w�

Soundness ofCombine follows from [[f (~t; B k ; ~B )]] = w� and that there is a tree
tk : Bk such that [[tk ]] = w� k . Then [[f (~t; t k ; ~B )]] = w� [Bk =w� k ] = w� 0

by the
side condition of Combine .

Completeness can be shown similarly to the completeness proof for inference rule
4.1; the ranking is based on the size of the minimal incomplete tree matching
the interpretation, where the size of an uninstantiated subtree is zero. Now,
given an item [A ! f [ ~B � ~B 0] ; � ; ~� ], there are two possibilities;

� Either ~B is empty, in which case the item is inferred by prediction;

� Otherwise ~B ends with Bk and the item is inferred by combining. The
treest(~t; B k ; ~B 0) : A and tk : Bk for the antecedents are both smaller than
the consequent treet(~t; t k ; ~B 0) : A, sincejBk j = 0 and jtk j > 0.

4.3 Parsing through context-free approximation

In this section we show how to parse apmcfg grammar by converting it to a
context-free grammar, and then recovering thepmcfg chart from the context-
free chart. The recovery consists of two steps: �rst the context-free chart is
converted to an equivalentpmcfg chart; then the items in that chart are com-
bined for discontinuous constituents.

Decorated context-free grammars

The theory in this section gets much simpler if we use a variant of context-free
grammars, where the rules are decorated with extra information.

De�nition 4.12 (decorated rule). A decorated context-free rule is of the form
f : A ! � , where f is the name of the rule, and each non-terminalB in � can
have some associated informationi , written as a superscript of the non-terminal
in question, B i .
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Example 4.13.

Some rules from the example English grammar in section 1.3.5might look like
this as decorated context-free rules;

sp : S ! NP1 VP2

npd : NP ! D1 N2

npp : NP ! N1

vpt : VP ! V1 NP2

N

Any parsing algorithm for cfg can be trivially transformed to a parsing algo-
rithm for decorated grammars, simply by ignoring the decorations when looking
up matching rules and parse items. From now on we assume that the parsing
algorithm returns a chart of items [� i � j ; f : A ! � ], as described in section
2.2.2. The only di�erence is that the name of the rule is addedto the item, and
that the categories in � might be decorated.

4.3.1 Creating a context-free approximation

The �rst step is to convert the pmcfg grammar to a decorated context-free
grammar. This is done by splitting the linearization record of eachpmcfg rule
into several context-free rules.

Algorithm 4.14.

From the pmcfg rule,

A ! f [ ~B ] := r1 = � 1; : : : ; rn = � n

create n decorated context-free rulesf : A:r k ! � k , for 1 � k � n.
N

Note that we do not have to change� k at all, since the variable-free notation
for pmcfg is already decorated.

The �nal context-free grammar will be over-generating, meaning that all sen-
tences recognized by the originalpmcfg grammar will also be recognized by the
decoratedcfg . The reason for this is that the resulting cfg cannot constrain
several occurrences of an argument category to represent the same item; an ex-
ample of this is shown in examples 4.15{4.18. That thecfg is over-generating
means in turn that a sound and complete context-free parsingalgorithm will
still be complete, but unsound.
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Example 4.15.
The example grammar looks like follows, when converted to a decoratedcfg ,

f : S:s ! A:p A:q
g : A:p ! A:p1 A:p2

g : A:q ! A:q1 A:q2

ac : A:p ! `a'
ac : A:q ! `c'
bd : A:p ! `b'
bd : A:q ! `d'

N

4.3.2 Converting context-free items to PMCFG items

Creating PMCFG pre-items

After parsing we get a chart of context-free parse items which are converted to
pmcfg pre-items as follows.

Algorithm 4.16.
Each decorated context-free item,

[� j � k ; f : A:r ! � ]

matching the rule A ! f [ ~B ], is converted to a pmcfg pre-item,2

[� A ! f [ ~B ] ; r = j : : : k ; ~� ]

where ~� is a partition of the daughters in � such that,

� i = f r 0 = � j B i :r 0 2 �; B i :r 0 ) � w� g

where B i :r 0 ) � w� is de�ned by the following equivalence;

X ) � wj:::k i� [� j � k ; g : X ! 
 ]
N

Example 4.17.
After parsing the input string w = `abcd' using the decorated grammar, we get
the following context-free chart;

1� [� 0 � 1 ; ac : A:p ! `a' ]
2� [� 1 � 2 ; bd : A:p ! `b' ]
3� [� 2 � 3 ; ac : A:q ! `c' ]
4� [� 3 � 4 ; bd : A:q ! `d' ]
5� [� 0 � 2 ; g : A:p ! A:p1 A:p2 ] from (1� ) and (2� )
6� [� 2 � 4 ; g : A:q ! A:q1 A:q2 ] from (3� ) and (4� )
7� [� 1 � 3 ; f : S:s ! A:p A:q ] from (2� ) and (3� )
8� [� 0 � 4 ; f : S:s ! A:p A:q ] from (5� ) and (6� )

2Recall that j : : : k is the range hwj +1 : : : wk i .

91



Chapter 4. Parsing algorithms for context-free GF and PMCFG

These context-free items are then converted topmcfg pre-items,

1� [� A ! ac[] ; � a ; ]
2� [� A ! bd[] ; � b ; ]
3� [� A ! ac[] ; � c ; ]
4� [� A ! bd[] ; � d ; ]
5� [� A ! g[A1; A2] ; � ab ; � a ; � b ]
6� [� A ! g[A1; A2] ; � cd ; � c; � d ]
7� [� S ! s[A] ; � b;c ; � b; � c ]
8� [� S ! s[A] ; � ab;cd ; � ab; � cd ]

where the range records are as follows;

� x = f p = hxi g (x = a; b; ab)

� y = f q = hyi g (y = c; d; cd)

� x;y = f p = hxi ; q = hyi g

N

Combining pre-items

Several pre-items can �nally be combined to full items with the following single
inference rule.

Combine

[� R ; r1 = � 1 ; ~� 1 ] : : : [� R ; rn = � n ; ~� n ]

[ R ; r1 = � 1; : : : ; rn = � n ; ~� ]

�
~� = ~� 1 t : : : t ~� n

(4.4)
Each consequent daughter �i is equal to the uni�cation of the antecedents'
corresponding daughters �1;i t : : : t � n;i , where we use the simplistic uni-
�cation de�ned in section 2.1.2.

Unfortunately, this algorithm is unsound since the underlying parsing algorithm
gives unsound items. This means that the chart might containincorrect items.

Example 4.18.
Applying this inference rule to the pre-items from the example grammar and
input string w = `abcd', results in the following chart;

1 [ A ! ac[] ; � a;c ; ] Combine (1� ); (3� )
2 [ A ! bd[] ; � b;d ; ] Combine (2� ); (4� )
3 [ A ! g[A1; A2] ; � ab;cd ; � a;c ; � b;d ] Combine (5� ); (6� )
4 [ S ! s[A] ; s = hbci ; � b;c ] Combine (7� )
5 [ S ! s[A] ; � w ; � ab;cd ] Combine (8� )

where � w = f s = hwi g and � x is like in the previous example. Now note that
item (4) is not correct, since the grammar does not recognizethe string `bc'.

N

92



4.3. Parsing through context-free approximation

Marking for correctness

The algorithm is complete though, since the underlying algorithm is complete,
meaning that the chart contains all correct items. So, what we can do is mark
the correct items in the chart until there are no more correct items to mark.

Algorithm 4.19.

Repeat the following until there are no more items to mark:

Mark an item [ A ! f [ ~B ] ; � ; ~� ] as correct, if there are marked items [B i ; � i ]
for each 1� i � � f

N

Alternatively, add the following inference rule to the one in the previous section,
where we use [� ]y to mark items.

Mark

[ A ! f [ ~B ] ; � ; ~� ] [ B1 ; � 1 ]y : : : [ B � ; � � ]y

[ A ! f [ ~B ] ; � ; ~� ] y
(4.5)

Recall that [ B ; � ] means the passive item [B ! : : : ; � ; : : : ]. Note that this
inference rules can be implemented with the generalizedcky deduction engine
(algorithm 2.4).

Example 4.20.

Now the incorrect item (4) in the example chart,

[ S ! s[A] ; s = hbci ; � b;c ]

will never get marked, since there is no item [A ; � b;c ] in the chart. The �nal
chart consists of the items (1), (2), (3) and (5); note that this chart is equivalent
to the chart that results in example 4.9.

N

4.3.3 Soundness and completeness

Soundness and completeness of the algorithm follows from the fact that the
algorithm in section 4.2 is sound and complete. Note that theinference rule to
mark items is almost equivalent to inference rule 4.1 in section 4.2. The only
di�erence is that here the value of � is precomputed in the unmarked item, but
in section 4.2 we have to compute the value on every invocation of the rule.

So, the algorithm is sound as long as the invariantw� = � [ ~B=w~� ] is correct in the
unmarked item. This follows from soundness of the context-free algorithm and
that inference rule 4.4 maintains the invariant. And the algorithm is complete
since the algorithm for combining pre-items is complete.
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4.3.4 An active version of the algorithm

The two inference rulesCombine and Mark can be divided into four active
rules, if we introduce dotted items. The items are of the following forms;

[ A ! f [ ~B ] ; � � � ; ~� ] [ A ! f [ ~B ] ; � ; ~� � ~� 0 ]

The interpretation of items of the �rst form is that the linea rizations before
the dot has been recognized, and the linearizations after the dot remains to be
recognized. The interpretation of the second form of items is that the daughters
before the dot are correct, and the daughters after the dot have to be checked
for correctness.

Pre-Predict

[ A ! f [ ~B ] ; � � ; ~� ; ]

�
A ! f [ ~B ] := � (4.6)

where by ~� ; is meant an � f -element sequence of empty records.

Pre-Combine

[ R ; � � r = �; � ; ~� ] [ � R ; r = � ; ~� 0 ]

[ R ; � ; r = � � � ; ~� 00]

�
~� 00= ~� t ~� 0 (4.7)

If we are looking for the row r , and there is a matching pre-item such that
the daughters can be uni�ed, we can move the dot forward. Notethat the
linearization � is not used, since it is already recognized by the pre-item.

Mark-Predict
[ R ; � � ; ~� ]

[ R ; � ; � ~� ]
(4.8)

When we are �nished with incorporating pre-items, we can start to mark
for correctness.

Mark-Combine

[ A ! f [ ~B ] ; � ; ~� � � i ; ~� 0 ] [ B i ; � i ]

[ A ! f [ ~B ] ; � ; ~� ; � i � ~� 0 ]
(4.9)

where we write [B ; � ] for any passive item [ B ! : : : ; � ; : : : � ]. If we
want to mark daughter B i for correctness, and there is a correct passive
item for B i , we can move the dot forward.

4.4 Active parsing of PMCFG

In this section we give an active algorithm forpmcfg grammars, which parses a
pmcfg grammar directly without having to use any context-free approximation.
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Parse items

The parse items of a rule,

A ! f [ ~B ] :=  ; r = � �; �

are of the form,
[ A ! f [ ~B ] ; � ; r = � � �; � ; ~� ]

The informal meaning is that i ) all rows  have been recognized as �;ii ) the
sequence� has been recognized as the range� ; and that iii ) for each argument
B i occurring in  or � , there is a passive item [B i ; � i ].

For passive items [R ; � � ; ~� ], this amounts to the same interpretation as in
the passive algorithm in section 4.2.

Example 4.21.
The following are examples of parse items for theg-rule from the example gram-
mar, and the input string `abcd',

1 [ A ! g[A1; A2] ; p = h� i � A1:p A2:p; q = A1:q A2:q; � ; ; � ; ]
2 [ A ! g[A1; A2] ; p = habi ; q = hci � A2:q; � a;c ; � b;d ]
3 [ A ! g[A1; A2] ; p = habi ; q = hcdi � ; � a;c ; � b;d ]

where � a;c ; � b;d are as in example 4.9.

The �rst item has not found anything at all; while the second i tem has found the
full p row spanning the rangehabi = 0 : : : 2, and is in the middle of recognizing
the q row. The last item is a passive item which has found both rows spanning
habi = 0 : : : 2 and hcdi = 2 : : : 4; this item can also be written [A ; � ab;cd ].

N

Inference rules

There are four inference rules, and the following shorthands are used;

� By [ A ; � ] we mean any passive item [A ! : : : ; � � ; : : : ];

� By ~� ; we mean a� f -element sequence of empty records;

� By � i we mean thei th element of the sequence~�, and by ~�[ i := � 0] we
mean that � i is replaced by � 0.

Predict

[ A ! f [ ~B ] ; r = h� i � �; � ; ~� ; ]

�
A ! f [ ~B ] := r = �; � (4.10)

Prediction is very crude; it just converts each rule to a parse item saying
that the empty range is found; which of course is always true.
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Complete
[ R ; � ; r = � � ; r 0 = �; � ; ~� ]

[ R ; � ; r = �; r 0 = h� i � �; � ; ~� ]
(4.11)

Completion applies when a row in the linearization record has been found,
and moves the dot into the next row. There it says that the empty range
is found.

Scan
[ R ; � ; r = � � s �; � ; ~� ]

[ R ; � ; r = � 0 � �; � ; ~� ]

�
� 0 = � � hsi (4.12)

Scanning applies when the next item to read is a string constant.

Combine

[ R ; � ; r = � � B i :r 0 �; � ; ~� ] [ B i ; � 0 ]

[ R ; � ; r = � 0 � �; � ; ~�[ i := � 0] ]

�
� 0 = � � � 0:r 0

� i � � 0 (4.13)

This is the only complicated rule, applying when the next item is an r 0

label of argument B i . It succeeds if there is a matching passive item
[ B i ; � 0 ], for which � i � � 0. By this is meant that the linearization � 0

of the passive item is consistent with what was previously known about
argument B i ; and since �0 comes from a passive item, it is instantiated
and we do not have to use uni�cation; a subset check su�ces.

Comparing to traditional algorithms for context-free gram mars, such as the ones
in section 2.2.2, there is one extra ruleComplete . This rule acts like a kind of
prediction for subsequent rows in a linearization record.

Example 4.22.

A derivation for the example grammar and the input string `abcd' is shown in
�gure 4.1.

N

4.4.1 Di�erent prediction strategies

The Predict rule given above is very crude, adding every rule in the grammar
as a hypothesis. This can be a serious problem for large grammars. Chart
parsing algorithms for context-free grammars have better prediction strategies,
as described in section 2.2.2. In this section we extend those strategies topmcfg
parsing.
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1 [ Rac ; p = h� i � `a' ; q = `c' ; ] Predict
2 [ Rac ; p = hai � ; q = `c' ; ] Scan (1)
3 [ Rac ; p = hai ; q = h� i � `c' ; ] Complete (2)
4 [ Rac ; p = hai ; q = hci � ; ] Scan (3)
40 [ A ; � a;c ]

5 [ Rbd ; p = h� i � `b' ; q = `d' ; ] Predict
6 [ Rbd ; p = hbi � ; q = `d' ; ] Scan (5)
7 [ Rbd ; p = hbi ; q = h� i � `d' ; ] Complete (6)
8 [ Rbd ; p = hbi ; q = hdi � ; ] Scan (7)
80 [ A ; � b;d ]

9 [ Rg ; p = h� i � � p; q = � q ; � ; ; � ; ] Predict
10 [Rg ; p = hai � A2:p; q = � q ; � a;c ; � ; ] Combine (9), (4')
11 [Rg ; p = habi � ; q = � q ; � a;c ; � b;d ] Combine (10), (8')
12 [Rg ; p = habi ; q = h� i � � q ; � a;c ; � b;d ] Complete (11)
13 [Rg ; p = habi ; q = hci � A2:q; � a;c ; � b;d ] Combine (12), (4')
14 [Rg ; p = habi ; q = hcdi � ; � a;c ; � b;d ] Combine (13), (8')
140 [ A ; � ab;cd ]

15 [Rf ; s = h� i � A:p A:q ; � ; ] Predict
16 [Rf ; s = habi � A:q ; � ab;cd ] Combine (15), (4')
17 [Rf ; s = habcdi � ; � ab;cd ] Combine (16), (8')
170 [ S ; � w ]

Abbreviations: Rf = S ! f [A]

Rg = A ! g[A1; A2]

Rac = A ! ac[]

Rbd = A ! bd[]

� p = A1:p A2:p

� q = A1:q A2:q

Figure 4.1: A derivation using the active algorithm.
N
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Earley-style top-down prediction

This is an adaptation of the context-free inference rules 2.4{2.5 in section 2.2.2.

Predict

[ : : : ; � ; r = � � A:s �; � ; : : : ]

[ A ! f [ ~B ] ; r = � � � �; � ; ~� ; ]

�
A ! f [ ~B ] := r = �; � (4.14)

We only have to add predictions for a category when there already is an
item looking for that category.

Initial prediction

[ S ! f [ ~B ] ; s = � � � � ; ~� ; ]

�
S ! f [ ~B ] := s = � (4.15)

We also need initial predictions, for the starting categoryof the grammar.

Complete, Scan and Combine remain as the inference rules 4.11{4.13.

Example 4.23.

Top-down prediction does not reduce the number of items in �gure 4.1; it only
speci�es the order in which items are predicted. While the predicted items (1),
(5), (9) and (15) in the �gure can be deduced in any order, top-down prediction
speci�es that item (15) is inferred by the Initial prediction rule, and the
other follows from that by the top-down Predict rule.

However, if the grammar contains more rules, top-down prediction can �lter out
more items than the basic algorithm.

N

Kilbury-style bottom-up prediction

This is an adaptation of the context-free inference rule 2.6in section 2.2.2.

Predict

[ B i ; � i ]

[ A ! f [ ~B ] ; r = � � �; � ; ~� ; [i := � i ] ]

8
<

:

A ! f [ ~B ] :=
r = B i :r 0 �; �

� = � i :r 0

(4.16)
We �nd the �rst argument B i and assure that it has been found previously
as the passive item [B i ; � i ]. Since we know that the item is found, we
implicitly apply the Combine rule and move the dot past the argument.
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Terminal

[ A ! f [] ; � � ; ]

�
A ! f [] := �

� = h� i
(4.17)

If the rule does not contain any arguments, it will not be handled by
Predict . So we need a new rule for this case.

Complete and Combine remain as the inference rules 4.11 and 4.13.

This version of Kilbury prediction only works for grammars where terminals
only occur in rules without arguments, A ! f []. All pmcfg grammars can
easily be converted to this form as shown by Seki et al. (1991). For grammars
in this format, the Scan rule will never apply, so we can safely skip that one.

Another possibility is to augment the Predict rule to handle any grammar rules
with terminals; then the Scan rule have to be reintroduced and theTerminal
rule can be dropped.

Example 4.24.
Using bottom-up prediction on the example reduces the number of items in
�gure 4.1 drastically; items (1){(3), (5){(7), (9) and (15) will no longer be
predicted. Instead the items (4) and (8) will be predicted by the Terminal
axiom, and items (10) and (16) will be predicted by the bottom-up Predict
rule.

N

4.5 Parsing of erasing and suppressing PMCFG

A grammar is erasing if some argument projection in some ruledoes not occur
on the right-hand side. This means that some parts of a linearization might not
have a realization in the current input string.

Example 4.25.
This is an example of a simple erasingpmcfg ;

S ! f [A] := s = A:s1

A ! g[A; B; C ] := s1 = A:s2 � B:s; s2 = A:s1 � C:s

A ! a[] := s1 = `a1 ' ; s2 = `a2 '

B ! b[] := s = `b'

C ! c[] := s = `c'

The grammar recognizes the language,

(a1 [ a2b) � (cb)� = f a1; a1cb; a1cbcb; : : : ; a2b; a2bcb; a2bcbcb; : : :g

As an example, the string à1 cb' is recognized by the grammar; but it is im-
possible to create a corresponding parse item for theA category: [ A ; s1 =
0: : : 3; s2 = ? ], sinceA:s2 then should linearize to à2 bc'.

N
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One solution is to allow the empty set as a range, meaning thatthe linearization
in question is not found in the input string. The example item will then become
[ A ; s = 0 : : : 3; p = ; ]. The algorithms do not have to be change at all, and the
theoretical space and time complexity does not change either. The problem is
that this in practice means that all rules in the grammar will give rise to parse
items, even rules where no part of the linearization is recognized. This will yield
an extremely big chart, and is therefore impractical.

4.5.1 Removing erasingness from a grammar

A better solution is to translate the grammar into non-erasing form. That this
can be done for anypmcfg grammar is already known (Seki et al., 1991). But
for completeness, we give an alternative algorithm for removing erasingness from
a grammar. The resulting grammar is shown to be a simulation of the original
grammar, meaning that it can be directly used for parsing purposes.

We start by de�ning a relation . f on projections of categories. The idea is that
given a grammar rule A ! f [ ~B ] := � , then A:r . f B i :r 0 wheneverB i :r 0 occurs
somewhere in rowr of the linearization � .

De�nition 4.26. Given a function symbol f with the following rule,

A ! f [B1; : : : ; B � ] := �

we de�ne a binary relation . f on projections of categories, as

A:r . f B i :r 0 i� �:r = : : : ; B i :r 0; : : :

De�nition 4.27 (restriction). Given a rule R,

A ! f [B1; : : : ; B � ] := �

we de�ne the restriction R j � by a nonempty set of labels � as the new rule,

Â ! f̂ [B̂ i j � i 6= ; ] := f (r = � ) 2 � j r 2 � g

where we by [B̂ i j � i 6= ; ] mean \the sequence of thoseB̂ i such that � i is
nonempty". The new function symbol and the new categories are,

f̂ = f [�]

Â = A[�]

B̂ i = B i [� i ]

and � i is de�ned as,

� i = f r 0 j r 2 � ; A:r . f B i :r 0 g
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The linearization  of a restriction R j � contains only the rows r = � of
the original linearization � , such that r 2 �. Furthermore, the categories are
restricted to include only the labels that are mentioned in  . If � i is the empty
set, it means that B i is not mentioned at all in  . Then we have to exclude
from the restriction all such categoriesB̂ i , otherwise the restriction will not be
a nonerasing rule.

It can be deduced from the de�nition that the linearization t ype of a category
Â = A[�] is a subrecord of the linearization type of A;

Â � = f r : Str j r 2 � g � A �

This also means that if � is empty, the linearization type bec omes the empty
record which is not allowed as apmcfg linearization type. When creating the
nonerasing restriction grammar we have to exclude all categories Â = A[�]
where � is empty.

Algorithm 4.28.

Given a pmcfg grammar G, create a new grammarĜ, called the restriction
grammar, in the following way;

1. Start with Ĝ containing the restriction R j � for each grammar rule R =
S ! f [: : :], where

� = S� = f s : Str g

2. WheneverĜ contains a restriction R j � for the rule R = A ! f [: : : B i : : :],
and

� 0 = f r 0 j r 2 � ; A:r . f B i :r 0 g

is nonempty; add the restriction R0 j � 0 to Ĝ for each grammar rule
R0 = B i ! g[: : :].

N

The algorithm terminates since there are only a �nite number of restrictions
R j � for a given grammar rule R. Note that is possible for a (non-suppressing)
erasing grammar rule to loose some of its arguments during conversion. The
rule is then called indirectly suppressing.

Example 4.29.

The grammar in example 4.25 is erasing. First we calculate the relation . ( � ) ,

S:s . f A:s1

A:s1 . g A:s2 A:s2 . g A:s1

A:s1 . g B:s A:s2 . g C:s
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and from this we see that theg-rule and the a-rule have to be replaced by two
restrictions each,

Â1 ! ĝ1[Â2; B ] := s1 = Â2:s2 � B:s

Â2 ! ĝ2[Â1; C] := s2 = Â1:s1 � C:s

Â1 ! â1[] := s1 = `a1 '

Â2 ! â2[] := s2 = `a2 '

where Â1 = A[s1] and Â2 = A[s2]. Note that both g-restrictions have lost one
argument each, so the grammar is indirectly suppressing.

N

Example 4.30.

The English example grammar from section 1.3.5, as shown inpmcfg format
in �gure 2.6, is also erasing; theNP1; 2 resp. S rules choose only one of theN
resp. VP daughter's rows,s1 or s2.

Applying the algorithm to this grammar results in a grammar w here each noun
resp. verb is split into two nouns resp. verbs; a singular anda plural,

bN1 ! n̂c1[] := s1 = ` lion ' bN2 ! n̂c2[] := s2 = ` lions'
bN1 ! n̂f 1[] := s1 = ` �sh ' bN2 ! n̂f 2[] := s2 = ` �sh '
bV1 ! v̂e1[] := s1 = `eats' bV2 ! v̂e2[] := s2 = `eat'

where bNi = N[si ] and bVi = V[si ].
N

4.5.2 Using the restriction grammar for parsing

To be able to use the restriction grammarĜ for parsing the original grammar,
we have to addmetavariables to parse trees, as de�ned in section 2.6.1. If the
original grammar is suppressing,3 then for some of its trees, sayt, there will be
a subtree t0 whose linearization will not show up in the linearization of t. This
means that t0 is exchangeable int; or in other words, [[t]] = [[ t[t0=t00]]] for any t00

of the same category ast0. Since the value oft0 is uninteresting as long as it
is type-correct, we can use a metavariable? in place of t0. In this way we can
capture a set of trees all having the same linearization.

Now, since the restricted grammar has removed all (directlyor indirectly) sup-
pressing arguments, there will be no representation of the suppressed subtreet0

at all in Ĝ. If we are allowed to use metavariables when converting backto trees
for the original grammar G, we can add a metavariable whenever necessary.

Lemma 4.31. The restriction grammar Ĝ is a trivial simulation of the original
grammar G, augmented with metavariables.

3Either directly, or indirectly as in example 4.29.
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Proof. Suppose given a treeg(x1; : : : ; x � ) : Â in Ĝ, where Â = A[�], corre-
sponding to the Ĝ-rule,

Â ! g[X 1; : : : ; X � ]

Then we know that there is a G-rule,

A ! f [B1; : : : ; B 
 ]

for which g = f̂ ; and for eachX i there is someB j such that X i = B̂ j = B j [� j ].
From this we can construct the new tree

hjg(x1; : : : ; x � )ji = f (y1; : : : ; y
 )

where yj = hjx i ji if X i = B̂ j , and yj = ? if there is no X i = B̂ j .

Categories and linearizations inĜ are mapped toG by,

hjÂ ; � ji = A ;  

where Â = A[�], and  = � [ f r = ? j r =2 � g. �

When constructing trees from the �nal chart, metavariables can be left un-
changed since they represent any possible tree of the correct type.

Example 4.32.
For the restriction grammar in example 4.29, parsing the input string w = `a1 cb'
results in the following pmcfg chart;

1 [ S ! f [Â1] ; s = hwi ; s1 = hwi ]
2 [ Â1 ! ĝ1[Â2; B ] ; s1 = hwi ; s2 = ha1ci ; s = hbi ]
3 [ Â2 ! ĝ2[Â1; C] ; s2 = ha1ci ; s1 = ha1i ; s = hci ]
4 [ Â1 ! â1[] ; s1 = ha1i ; ]
5 [ B ! b[] ; s = hbi ; ]
6 [ C ! c[] ; s = hci ; ]

Since the simulation is trivial, we can directly convert the chart to a chart
for the original grammar in example 4.25, by inserting metavariables whenever
necessary;

1 [ S ! f [A] ; � 1 ; � 2 ] � 1 = f s = hwi g
2 [ A ! g[A; B; C ] ; � 2 ; � 3; � 5; ? ] � 2 = f s1 = hwi ; s2 = ? g
3 [ A ! g[A; B; C ] ; � 3 ; � 4; ?; � 6 ] � 3 = f s1 = ? ; s2 = ha1ci g
4 [ A ! a[] ; � 4 ; ] � 4 = f s1 = ha1i ; s2 = ? g
5 [ B ! b[] ; � 5 ; ] � 5 = f s = hbi g
6 [ C ! c[] ; � 6 ; ] � 6 = f s = hci g

From this chart we can extract the following only parse tree,

f (g(g(a; ?; c); b; ?)

N
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4.6 Incremental PMCFG parsing

A parsing algorithm is incremental if it reads the input one token at the time;
and calculates all possible consequences of a token, beforethe next token is read.
This feature is useful for e.g. recognition of spoken input,since language mod-
eling typically requires that probabilities are assigned incrementally. There is
also cognitive evidence showing that humans process language in an incremental
fashion. For further information about incrementality, see e.g. ACL (2004).

Example 4.33.

The active algorithms in section 4.4 are not incremental. Consider the derivation
of the input string ` abcd' in �gure 4.1 and the item (10);

10 [A ! g[A1; A2] ; p = hai � A2:p; q = A1:q A2:q; � a;b ; � ; ]

This item is combined with item (8') [ A ; � bd ] into item (11);

11 [A ! g[A1; A2] ; p = habi � ; q = A1:q A2:q; � a;c ; � b;d ]

But note that this item has only read the �rst half of the strin g (habi ), while its
daughters together have read the full string (� a;c and � b;d).

A simpler example is when applying theTerminal rule,

A ! ac[] := p = `a' ; q = `c'

to the input string ` ca'; �rst it will recognize the �rst row in the range 1 : : : 2,
and after that it will recognize the second row in the range 0: : : 1.

N

In this section we describe an incremental, active parsing algorithm. In the
end we will see that this algorithm also handles erasing and suppressingpmcfg
grammars without modi�cation.

Parse items

We use items of the form,

[k A ! f [ ~B ] ; � ; r = � � �; � ; ~� ]

where k is an input position; such an item is also called ak-item. The informal
meaning is similar to the active items in section 4.4, with the additional con-
straint that ( j; k ) 2 � for some j . This means that the item is looking for �
starting in position k.

The rows in � have been recognized in sequence, which means that the last row
in � is the latest that has been recognized. Since we cannot know in which order
the rows in � will be recognized, we have to treat� as a set of rows, not as a
sequence.
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Inference rules

Apart from the fact that we have to treat the linearization re cord as a set instead
of a sequence, the basic algorithm is quite similar to the active algorithm in
section 4.4. There are four inference rules, and the following shorthands are
used;

� By [k A ; � ] we mean any passive item [k A ! : : : ; � � ; � ; : : : ]. Note
that passive items can be unsaturated, meaning that not all rows are
recognized (which is true if � is nonempty); contrary to passive items in
previous algorithms;

� By ~� ; we mean a� f -element sequence of empty records;

� By � i we mean thei th element of the sequence~�; and by ~�[ i := � 0] we
mean that � i is replaced by � 0.

Predict

[k A ! f [ ~B ] ; r = h� i � �; �;  ; ~� ; ]

8
<

:

A ! f [ ~B ] :=
�; r = �;  

0 � k � j wj
(4.18)

Since we do not know which row will be the �rst to be recognized, we
choose row nondeterministically. Also we do not know from which position
k it will be recognized, so this is also nondeterministic.

Complete

[j R ; � ; r = � � ; �; r 0 = �;  ; ~� ]

[k R ; � ; r = �; r 0 = h� i � �; �;  ; ~� ]

�
j � k � j wj (4.19)

Here we also have to choose row and input positionk nondeterministically;
since the algorithm is incremental, the previous positionj has to be less
than or equal to k.

Scan
[j R ; � ; r = � � s �; � ; ~� ]

[k R ; � ; r = � 0 � �; � ; ~� ]

�
s = wj +1 : : : wk

� 0 = � � hsi
(4.20)

When scanning a strings, we have to know that it spans the input positions
j � k; otherwise the rule is similar to Scan in section 4.4.

Combine

[j R ; � ; r = � � B i :r 0 �; � ; ~� ] [k B i ; � 0 ]

[k R ; � ; r = � 0 � �; � ; ~� [i := � 0] ]

8
<

:

(j; k ) 2 � 0:r 0

� 0 = � � � 0:r 0

� i � � 0

(4.21)
The passiveB i -item must have recognized the rowr 0 spanning the posi-
tions j � k; otherwise the rule is similar to Combine in section 4.4.
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Example 4.34.
A derivation for the example grammar and the input string `abcd' is shown in
�gure 4.2. Note that the algorithm also predicts a lot of useless items;

� The S-rule Rf introduces one predicted item for eachk (5 items);

� Each of the A-rules Rg; Rac ; Rbd introduces two predicted items for each
k, one for each linearization row (30 items);

� Each of the k-items (5), (7) and (8) gives rise to one completed item for
eachk0 � k (10 items).

All in all 45 predicted and completed items, of which only 7 are used in the
derivation.

N

4.6.1 Alternative strategies

The inference rulesPredict and Complete are extremely crude, predicting
any possible row to the right of the dot, anywhere in the input. Obviously this
gives rise to several useless items, which shouldn't be there in the �rst place.
Therefore it becomes necessary to have either top-down or bottom-up �ltering
in the predictions.

Earley-style top-down �ltering

The idea with top-down �ltering is that we only predict a k-item for A:r if there
already is ak-item looking for A:r . This can be applied to the Complete rule
too; and we �nally have to give an initial prediction of the st arting category.
We write [k � A:r ] for a predict item, i.e. an item of the form,

[k : : : ; : : : ; r 0 = � � A:r : : : ; : : : ; : : : ]

Predict

[k � A:r ]

[k A ! f [ ~B ] ; r = h� i � �; �;  ; ~� ; ]

�
A ! f [ ~B ] :=

�; r = �;  
(4.22)

Prediction is much more deterministic than in the basic algorithm, since
there has to be a predict item in position k already looking for row r .

Complete

[j R ; � ; r = � � ; �; r 0 = �;  ; ~� ] [k � A:r ]

[k R ; � ; r = �; r 0 = h� i � �; �;  ; ~� ]

�
j � k (4.23)

Completion is also more deterministic, by the same argument.
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1 [0 Rf ; s = h� i � A:p A:q ; � ; ] Predict
2 [0 Rg ; p = h� i � � p; q = � q ; � ; ; � ; ] Predict
3 [0 Rac ; p = h� i � `a' ; q = `c' ; ] Predict

4 [1 Rbd ; p = h� i � `b'; q = `d' ; ] Predict
5 [1 Rac ; p = hai � ; q = `c' ; ] Scan (1)
6 [1 Rg ; p = hai � A2:p; q = � q ; � a ; � ; ] Combine (2), (5)

7 [2 Rbd ; p = hbi � ; q = `d' ; ] Scan (4)
8 [2 Rg ; p = habi � ; q = � q ; � a ; � b ] Combine (6), (7)
9 [2 Rf ; s = habi � A:q ; � ab ] Combine (1), (8)

10 [2 Rac ; p = hai ; q = h� i � `c' ; ] Complete (5)
11 [2 Rg ; p = habi ; q = h� i � � q ; � a ; � b ] Complete (8)

12 [3 Rac ; p = hai ; q = hci � ; ] Scan (10)
13 [3 Rg ; p = habi ; q = hci � A2:q; � a;c ; � b ] Combine (11), (12)
14 [3 Rbd ; p = hbi ; q = h� i � `d' ; ] Complete (7)

15 [4 Rbd ; p = hbi ; q = hdi � ; ] Scan (14)
16 [4 Rg ; p = habi ; q = hcdi � ; � a;c ; � b;d ] Combine (13), (15)
17 [4 Rf ; s = habcdi � ; � ab;cd ] Combine (9), (16)

Abbreviations: Rf = S ! f [A]

Rg = A ! g[A1; A2]

Rac = A ! ac[]

Rbd = A ! bd[]

� p = A1:p A2:p

� q = A1:q A2:q

Figure 4.2: A derivation using the incremental algorithm.
N
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Initial prediction

[0 S ! f [ ~B ] ; s = h� i � � ; ~� ; ]

�
S ! f [ ~B ] := s = � (4.24)

This rule is needed to start the prediction process; we look for the sequence
� starting in position 0.

Scan and Combine remain as the inference rules 4.20 and 4.21.

Example 4.35.
The example derivation in �gure 4.2 remains exactly the same. The main dif-
ference is that this algorithm does not predict as many useless items;

� The items (1) and (6) introduce predictions for A:p at k = 0 ; 1 (6 items);

� The items (9) and (13) introduce predictions for A:q at k = 2 ; 3 (6 items);

� The items (5), (7) and (8) introduce completions for A:q at k = 2 ; 3 (6
items).

In total 19 predicted and completed items (included the initial prediction); as
opposed to 45 items in example 4.34.

N

Kilbury-style bottom-up prediction

The main idea with Kilbury prediction is that we only predict a row if the �rst
thing to look for is already found. And if the thing is found, w e can also move
the dot forward. Since there are two di�erent rules for predicting (Predict and
Complete ), and the thing to look for can either be a terminal or an argument,
we get four combinations.

Predict+Scan

[k A ! f [ ~B ] ; r = hsi � �; �;  ; ~� ; ]

8
<

:

A ! f [ ~B ] :=
�; r = s �;  

s = wj +1 : : : wk

(4.25)

If the row r starts with some terminals occurring in the input string,
predict that row and move the dot past the already read terminals.

Predict+Combine

[k B i ; � 0 ]

[k A ! f [ ~B ] ; r = � � �; �;  ; ~� ; [i := � 0] ]

8
<

:

A ! f [ ~B ] :=
�; r = B i :r 0 �;  

(j; k ) 2 � = � 0:r 0

(4.26)
If the row r starts with B i :r 0, and B i :r 0 have been found ending ink, then
we can predict the row r and move the dot pastB i :r 0. When moving the
dot forward, we also have to update argument numberi to � 0.
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Complete+Scan

[j 0 R ; � � ; �; r = s �;  ; ~� ]

[k R ; � ; r = hsi � �; �;  ; ~� ]

�
s = wj +1 : : : wk

j 0 � j
(4.27)

The same argument as forPredict+Scan , with the added constraint
that the terminals should come after the item's previous position j 0.

Complete+Combine

[j 0 R ; � � ; �; r = B i :r 0 �;  ; ~� ] [k B i ; � 0 ]

[k R ; � ; r = � � �; �;  ; ~�[ i := � 0] ]

8
<

:

(j; k ) 2 � = � 0:r 0

j 0 � j
� i � � 0

(4.28)
The same argument as forPredict+Combine ; but the recognized row
B i :r 0 has to come after the previous positionj 0.

Scan and Combine remain as the inference rules 4.20 and 4.21.

This version of the Kilbury algorithm does not work for grammars with � -
linearizations. All pmcfg grammars can be converted to� -free form, see Seki et al.
(1991) for details. An alternative to removing � -linearizations is to add extra
inference rules.

Example 4.36.

First we note that the example grammar is does not have� -linearizations, so
the Kilbury algorithm can be used right away.

The derivation in �gure 4.2 still basically holds. The only r eal di�erence is that
all predicted and completed items, (1){(4), (10), (11) and (14), disappear since
they are combined with the following item instead. Also, the rules used to infer
the items (5){(7), (9), (12), (13) and (15) will be one of the four Kilbury rules
above.

The main di�erence is as for the top-down algorithm, the useless predicted and
completed items;

� The rules Rac ; Rbd introduce items by Predict+Scan and Complete+
Scan at the positions of the corresponding input tokens (6 items);

� For each of these predicted or completed items,Predict+Combine ap-
plies for the rulesRf ; Rg (12 items);

� The inference ruleComplete+Combine only applies once, yielding item
(13) in the derivation (1 item).

All in all 19 predicted or completed items, as compared to the45 items in
example 4.34.

N
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Chapter 4. Parsing algorithms for context-free GF and PMCFG

4.6.2 Erasing and suppressing grammars

The incremental algorithm also handles erasing grammars, and even totally
suppressed arguments. The problem is how to reconstruct theparse trees from
the chart. This can be done by using metavariables as described in section 2.6.1.

Suppressed arguments in an item will show up asf g in the children's list. All
these can simply be seen as metavariables for later purposes, e.g. when building
parse trees.

Example 4.37.

We give a derivation for the erasing grammar in example 4.25 and the input
string w = `a1 cb', using the basic incremental algorithm,

1 [0 Rf ; s = h� i � A:s1 ; � ; ] Predict
2 [0 Rg] ; s1 = h� i � � 1; s2 = � 2 ; � ; ; � ; ; � ; ] Predict
3 [0 Rg ; s2 = h� i � � 2; s1 = � 1 ; � ; ; � ; ; � ; ] Predict
4 [0 Ra ; s1 = h� i � `a1 ' ; s2 = `a2 ' ; ] Predict

5 [1 Rc ; s = h� i � `c' ; ] Predict
6 [1 Ra ; s1 = ha1 i � ; s2 = `a2 ' ; ] Scan (4)
7 [1 Rg ; s2 = ha1i � C:s; s1 = � 1 ; � a1 ; � ; ; � ; ] Combine (3), (6)

8 [2 Rb ; s = h� i � `b' ; ] Predict
9 [2 Rc ; s = hci � ; ] Scan (5)

10 [2 Rg ; s2 = ha1ci � ; s1 = � 1 ; � a1 ; � ; ; � c ] Combine (7), (9)
11 [2 Rg ; s1 = ha1ci � B:s; s2 = � 2 ; � a1 c; � ; ; � ; ] Combine (2), (10)

12 [3 Rb ; s = hbi � ; ] Scan (8)
13 [3 Rg ; s1 = ha1cbi � ; s2 = � 2 ; � a1 c; � b; � ; ] Combine (11), (12)
14 [3 Rf ; s = ha1cbi � A:s1 ; � a1 cb ] Combine (1), (13)

where we use the following abbreviations;

Rf = S ! f [A] � a1 = f s1 = ha1i g
Rg = A ! g[A; B; C ] � b = f s = hbi g
Ra = A ! a[] � c = f s = hci g
Rb = B ! b[] � a1 c = f s2 = ha1ci g
Rc = C ! c[] � a1 cb = f s1 = ha1cbi g
� 1 = A:s2 B:s � 2 = A:s1 C:s

Note that the passive items (6), (9), (10), (12), (13) and (14) correspond to
the items (4), (6), (3), (5), (2) and (1) respectively in example 4.32. Also note
that the basic incremental algorithm predict several useless items, which are not
noted in the derivation.

N
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4.7. Summary

4.7 Summary

In this chapter we de�ned four di�erent tabular parsing algo rithms for context-
free gf and pmcfg . First we gave a general passive algorithm, which works
for context-free gf grammars. Then we showed how to use a context-free ap-
proximation for pmcfg parsing; the pmcfg grammar is converted to an over-
generatingcfg , which is used for parsing. Afterwards the resulting context-free
chart is converted back to a pmcfg chart, from which unsound items have to
be removed, since thecfg is over-generating.

Finally we gave two active parsing algorithms for pmcfg ; the �rst is a basic
algorithm which recognizes the linearization rows of a rulein a �xed order. The
second algorithm recognizes rows incrementally accordingto the order in which
they occur in the input. Both top-down and bottom-up predict ion strategies
were investigated.

It is only the last, incremental algorithm that can handle erasing and suppressing
pmcfg grammars without modi�cation. For the other three algorith ms, we gave
an algorithm for removing erasingness from a grammar; we also showed that the
resulting nonerasing grammar is a simulation and thus can beused for parsing
the original grammar.
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Chapter 5

Extensions of concrete syntax

This chapter describes three possible extensions ofGF, context-freeGF andPMCFG,
one of which has two di�erent possible interpretations. Apart from investigating
the resulting expressive power and parsing complexity, we also give active parsing
algorithms for each of the extensions.

The intersection operation, borrowed fromconjunctive grammar(Okhotin, 2001),
makePMCFG equivalent tosimple literal movement grammar(Groenink, 1997a,b)
and range concatenation grammar(Boullier, 2000a,b). As a corollary we get that
conjunctivePMCFG describe exactly the class of languages recognizable in polyno-
mial time.

The disjunction operation can have two possible interpretations; one intensional
which does not change the descriptive power of context-freeGF and PMCFG, and
one extensional which is conjectured to be a strict extension. With extensional
disjunction it is possible to describe the language(a [ b)2n

, which is conjectured
cannot be described by context-freeGF and PMCFG.

The third operation is the interleaving operation, which isborrowed frompartially
ordered multiset context-free grammar(poms-CFG; Nederhof et al., 2003) which in
turn is a variant of theID/LP formalism (Shieber, 1984). This operation can be
reduced to a number of disjunctions, but this reduction can lead to an exponential
increase of the grammar size. We instead give a direct parsing algorithm derived
from a parsing algorithm forpoms-CFG.
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A note on PMCFG vs. context-free GF

In this chapter we write \ gf/pmcfg "when the surrounding text applies both for
full gf and pmcfg . When the context applies for context-freegf and pmcfg ,
we use only the term \pmcfg ", since the two formalisms are equivalent as shown
in chapter 3.

5.1 Intersection ( &)

There is an extension of context-free grammars calledconjunctive grammar ,
introduced by Okhotin (2001), where the right-hand sides ofrules are extended
with a new intersection operator. A conjunctive context-free rule is written,

A ! � 1 & : : : & � n

where � i 2 (N [ �) � . The interpretation is that A can be rewritten to w 2 � �

i� all � i can be rewritten to w. This operation can be directly transferred to
gf/pmcfg linearizations.

De�nition 5.1 (intersection). The intersection operation is a partial lineariza-
tion operation with the following de�nition; � 1 & � 2 is calculated to � 1 i�
� 1 = � 2.

We call gf/pmcfg extended with the intersection operation conjunctive gf/
pmcfg . The following laws hold for intersections of linearizations:

� & � = �

� (� 1 & � 2) 
 = ( � � 1 
 ) & ( � � 2 
 )

�; r = � 1 & � 2;  = ( �; r = � 1;  ) & ( �; r = � 2;  )

This means that we can push out an intersection to a row, whichis used in the
active parsing algorithm described in section 5.1.3. We caneven push out an
intersection to an intersection of linearizations.

Example 5.2.
In the end of section 1.3.5, we introduced discontinuous verb phrases (with
the rows s1; s2) to handle some phenomena in Swedish syntax. Even En-
glish syntax needs discontinuous verb phrases to handle e.g. topicalization as
in `it is �sh that many lions eat '.

Groenink (1997a,b) suggests to handle verb phrase coordination by using con-
junction on the verb component of the verb phrase. Inpmcfg format, this looks
like follows;

VP ! vpc[VP1; VP2] := s1 = VP1:s1 `and' VP2:s1;

s2 = VP1:s2 & VP2:s2
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By combining two verb phrases with the same object, we can form a coordinated
verb phrase;

vp�
c (f s1 = `catch' ; s2 = ` �sh ' g;

f s1 = `eat'; s2 = ` �sh ' g) = f s1 = `catch and eat'; s2 = ` �sh ' g

which in turn can be used to form sentences likem̀any lions catch and eat �sh',
or the topicalized version ìt is �sh that many lions catch and eat'.

N

5.1.1 A strict extension

Theorem 5.3. The class of languages recognized by conjunctivegf/pmcfg
grammars is closed under intersection.

Proof. Let G1 and G2 be two grammars (with no common categories or func-
tion symbols) recognizing the languagesL(G1) and L(G2) respectively. Let
G contain all rules from G1 and G2 plus the following single rule for the new
starting category S:

S ! f [S1; S2] := s = S1:s& S2:s

It is trivial to see that G recognizes all and only those strings that are recognized
by both G1 and G2.

�

Corollary 5.4. The intersection operation is a strict extension of pmcfg .

The corollary follows from the fact that pmcfg is not closed under intersection
Seki et al. (1991), a property it shares with context-free grammars.

Language-theoretic implications

Closedness under intersection has some less desirable properties, which conjunc-
tive pmcfg inherits from conjunctive grammar (Okhotin, 2001).

� The following decision problems are undecidable: emptiness, �niteness,
regularity, context-freeness, inclusion and equivalence. This is because
these decision problems are undecidable for �nite intersections of context-
free grammars, see e.g. Hopcroft and Ullman (1979).

� Conjunctive pmcfg is not closed under homomorphism. This follows from
the fact that any recursively enumerable languageL can be described by
h(L 1 \ L 2), for some homomorphismh and context-free languagesL 1; L 2,
see e.g. Ginsburg (1975).
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Usefulness of intersection

Conjunctive GF/PMCFG is not only closed under intersection, but the clo-
sure is alsomodular, i.e. it preserves the structure of the underlying gram-
mar conjuncts. This makes it useful for modular grammar engineering, as
noted by Boullier (2000a,b). Intersection might also be useful for modeling
secondary/tertiary structures of biological sequences, as has been investigated
by Chiang (2004).

For purely linguistic phenomena, Groenink (1997a) has a suggestion of how to
use intersection to describe verb coordination, as shown inexample 5.2.

5.1.2 Conjunctive PMCFG describes the polynomial languages

In this section we show that conjunctive pmcfg is equivalent to the formalisms
s-lmg and rcg . Since it is already known that these formalisms exactly describe
the class of languages recognizable in polynomial time, we get the same result
for pmcfg extended with a intersection operation.

Literal movement grammar and range concatenation grammar

Literal movement grammar (lmg ; Groenink, 1997a,b), and its relative
range concatenation grammar (rcg ; Boullier, 2000a,b), are grammar for-
malisms based onpredicates over string tuples. A grammar is a collection of
clausesfor predicates, very similar to the programming languageprolog . We
here de�ne the general formalism oflmg , and then two equivalent subclasses,
rcg and simple lmg . We assume given a �nite set � of terminal tokens, and
an in�nite supply of logical variables x1; x2; : : : 2 Var.

De�nition 5.5 (clause, predicate). A clause is of the form � `  1; : : : ;  m

where each of�;  1; : : : ;  m are predicates. Apredicate is a term A(� 1; : : : ; � n ),
where each� i 2 (� [ Var)� is a concatenative sequence of terminals and logical
variables. A clause can beinstantiated by substituting a string for each variable
in the clause.

A literal movement grammar is a �nite number of clauses together with a des-
ignated start predicate. To de�ne the language of almg grammar G, we de�ne
a rewriting relation ) G on sequences of instantiated predicates,

� 1; ��; � 2 ) G � 1; � 1; : : : ; � m ; � 2

whenever �� ` � 1; : : : ; � m is an instantiation of a clause in G. The language
of a grammar is then L(G) = f w 2 � � j S(w) ) �

G � g, where S is the start
predicate in G.

lmg is a very general, Turing-complete, grammar formalism. To get a rec-
ognizable subclass oflmg , one can consider two possibilities; to restrict the
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de�nition of clause instantiation, or to put syntactic rest rictions on the form of
the predicates.

De�nition 5.6 ( RCG). A range concatenation grammar (rcg ) is an lmg
with a restricted form of clause instantiation. A clause canonly be instantiated
by substrings of the given input string; i.e. if � `  1; : : : ;  m is an instantiation
of a clause, then all arguments to�;  1; : : : ;  m are substrings of the input.
This has the e�ect that all strings in a rcg can be replaced by pairs of input
positions, called ranges, as explained in section 4.1.1

As an example, if the input string is `b a c h', then for the following clauses,

A(bac) ` B (b); C(c)

A(bach) ` B (b); C(ch)

A(back) ` B (b); C(ck)

the �rst two are rcg instantiations of the clause A(x a z) ` B (x); C(z); but
not the third.

De�nition 5.7 (s- LMG ). A simple lmg (s-lmg ) is an lmg where each clause
� `  1; : : : ;  m obeys the following restrictions:

� Non-combinatorial (NC): The arguments of the right-hand side pred-
icates are variables;

� Bottom-up nonerasing (BNE): Each variable in the right-hand side
also occurs in the left-hand side;

� Bottom-up linear (BL): No variable occurs more than once in the left-
hand side.

Both these formalisms are equivalent, since they describe exactly the class of lan-
guages recognizable in polynomial time (Groenink, 1997b,a; Boullier, 2000a,b;
Bertsch and Nederhof, 2001). Note thats-lmg / rcg are closed under intersec-
tion; if S1 and S2 are the start predicates ofG1 and G2, then S(x) ` S1(x); S2(x)
de�nes the intersection of the languagesL(G1) and L(G2).

There is an alternative formulation of s-lmg ; we can remove the restriction on
bottom-up linearity and instead add top-down nonerasingness:

� Top-down nonerasing (TNE): Each variable in the left-hand side also
occurs in the right-hand side.

The following lemma states that TNE and BL are equivalent restrictions in the
context of NC and BNE; i.e. that either of TNE and BL can be used when
de�ning s-lmg .

1Boullier (2000a,b) de�nes rcg predicates directly on ranges, but this de�nition is equiva -
lent.
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Lemma 5.8. TNE and BL are equivalent in the following sense;

1. Any lmg clause � `  1; : : : ;  m can be converted to an equivalent top-
down nonerasing (TNE) clause;

2. Any lmg clause can be converted to an equivalent bottom-up linear (BL)
clause;

3. Both conversions preserve NC and BNE.

Proof.

1. Assume that there is a variablex in � not occurring in any of  1; : : : ;  m .
Add the predicate call Str(x) to the right-hand side, with the de�nition,

Str(� ) ` �

Str(s x) ` Str(x) (for each s 2 �)

This new clause is equivalent, since the predicateStr(x) only says that x
is a string.

2. (Groenink, 1997a,b) Assume that there is a variablex occurring twice in
� . Replace one occurrence by a new variablex0, and add the predicate
call Eq(x; x 0) to the right-hand side, with the de�nition,

Eq(�; � ) ` �

Eq(s x; s y) ` Eq(x; y) (for each s 2 �)

This new clause is equivalent, since the predicateEq(x; y) says that the
two arguments are equal strings.

3. The conversions preserve NC, since the predicatesStr(x) and Eq(x; x 0)
are non-combinatorial. Furthermore, they preserve BNE, since the only
variable that is introduced on the left-hand side (x0) is also introduced on
the right-hand side.

�

In the following we will use the alternative de�nition of s-lmg ; where clauses
are NC, BNE and TNE.

Equivalence of PMCFG and s-LMG/RCG

Here we use the original de�nition of pmcfg rules; as functions over string
tuples, not records. In this setting, a pmcfg rule looks like,

A ! f [B1; : : : ; B � ]

f � (x1;1; : : : ; x1;n 1 ;

: : : ;

x �; 1; : : : ; x �;n � ) = � 1; : : : ; � n
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where each� i is a sequence of strings and bound variables. We also assume that
the linearizations are nonerasing, i.e. that each variablex i;j occurs in some� k ;
recall from section 2.5.3 that this is not a real restriction on the expressivity of
pmcfg .

It is straightforward to convert a nonerasing pmcfg grammar into an equivalent
s-lmg grammar. Each pmcfg rule above is converted to the equivalents-lmg
clause,

A(� 1; : : : ; � n ) ` B1(x1;1; : : : ; x1;n 1 );

: : : ;

B � (x �; 1; : : : ; x �;n � )

Note that this clause is NC (since each of thex i;j is a variable), BNE (since
f � is nonerasing) and TNE (sincef � is a function), and therefore the clause is
s-lmg.

Lemma 5.9. Any conjunctive pmcfg can be converted to an equivalent s-lmg .

Proof. Since intersections can be pushed out, we can assume that thepmcfg
rules are of the form,

A ! f [B1; : : : ; B � ]

f � (x1;1; : : : ; x1;n 1 ;

: : : ;

x �; 1; : : : ; x �;n � ) = � 1;1 & : : : & � 1;c1 ;

: : : ;

� n; 1 & : : : & � n;c n

where each� i;j is a sequence of strings and variables, as above. Translate this
to the s-lmg clause,

Â(� 1;1 & : : : & � 1;c1 ;

: : : ;

� n; 1 & : : : & � n;c n ) ` B1(x1;1; : : : ; x1;n 1 );

: : : ;

B � (x �; 1; : : : ; x �;n � )

where the left-hand side is just syntactic sugar for a predicate with arity c1 +
� � � + cn . If the pmcfg rule is nonlinear, we can utilize the same transformation
as in the proof of lemma 5.8, by adding calls toEq(x; y). Finally, add coercion
clauses forÂ(: : :), implementing the intersections,

A(x1; : : : ; xn ) ` Â(x1 & : : : & x1 ; : : : ; xn & : : : & xn )

The resulting s-lmg grammar is equivalent to the pmcfg grammar. �
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Lemma 5.10. Any s-lmg can be converted to an equivalent conjunctivepmcfg .

Proof. A s-lmg predicate is of the form,

A(� 1; : : : ; � n ) ` B1(x1;1; : : : ; x1;n 1 );

: : : ;

B � (x �; 1; : : : ; x �;n � )

If the variables x i;j all are distinct, it is equivalent to the pmcfg rule,

A ! f [B1; : : : ; B � ]

f � (x1;1; : : : ; x1;n 1 ;

: : : ;

x �; 1; : : : ; x �;n � ) = � 1; : : : ; � n

However, in s-lmg , the variables in the right-hand side of a clause need not be
distinct. Assume therefore that x i 0;j 0 = x i;j = x. Now, introduce a new variable
x0 to replace x as x i 0;j 0; and replace each occurrence ofx in the right-hand side
with the conjunction ( x & x0). The resulting rule is a correct conjunctive pmcfg
rule, and equivalent to the given s-lmg clause. �

Theorem 5.11. Conjunctive pmcfg , s-lmg and rcg are equivalent.

Corollary 5.12. The class of languages recognizable by conjunctivepmcfg is
exactly the class of languages recognizable in polynomial time.

Example 5.13.
The following is the result of translating the pmcfg rule for verb coordination
in example 5.2, into s-lmg / rcg ;

cVP(x1 `and' y1 ; x2 & y2) ` VP(x1; x2); VP(y1; y2)

VP(x; y) ` cVP(x ; y & y)

After simplifying away cVP, we get the same rule as in Groenink (1997a);

VP(x `and' y; z) ` VP(x; z); VP(x; z)

N

5.1.3 Parsing of conjunctive PMCFG

Ranges and intersection

We can use exactly the same de�nition of ranges as in section 4.1. The general
de�nition of range intersection is set intersection, � 1 & � 2 = � 1 \ � 2. For string-
equivalent ranges this boils down to a simple equality check(� 1 & � 2 is calculated
to � 1 i� � 1 = � 2), since the string-equivalent ranges form a partition ofR w .
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The notion of range-restriction can be extended to also include intersection.
This is possible since there is a range interpretation of intersection. The follow-
ing theorem is a direct consequence of the fact that range intersection can be
interpreted as range equality for string-equivalent ranges.

Theorem 5.14. The parsing algorithms for context-free gf of section 4.2 has
polynomial time complexity for conjunctive pmcfg .

Active parsing

Here we describe a simple extension of the active parsing algorithm in section
4.4. We assume that an intersectionr = � 1 & : : : & � n in a linearization is
written as a number of consecutive rows in the record,r = � 1; : : : ; r = � n .
This is a slight abuse of notation, but the justi�cation is th at the inference rules
4.10{4.13 in section 4.4 only need minimal changes.

Intersect
[ R ; � ; r = � 0; r = � 1 � ; � ; ~� ]

[ R ; � ; r = � 0 � ; � ; ~� ]

�
� 0 = � 1 (5.1)

This is the only extra rule, taking care of the intersection of two lineariza-
tions; if two linearizations � 0 and � 1 are found for the same label, they
have to be equal.

Complete

[ R ; � ; r = � � ; r 0 = �; � ; ~� ]

[ R ; � ; r = �; r 0 = h� i � �; � ; ~� ]

�
� 6= ( : : : ; r = � 1) (5.2)

The only di�erence to the original rule is the extra side condition; we have
to state that Complete must not apply when Intersect applies.

Predict, Scan and Combine remain as the rules 4.10, 4.12 and 4.13.

5.2 Intensional disjunction ( j)

The dual operation of intersection is disjunction, which wewrite as � 1 j � 2. This
can also be added togf/pmcfg linearizations, which we then call disjunctive
gf/pmcfg .

There are two possible interpretations of the disjunction operation; an inten-
sional and an extensional. The �rst does not change the descriptive power of
pmcfg , but we conjecture that the second does. In this section we describe the
intensional, and the next section takes care of the extensional version.
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Example 5.15.

The �rst gf grammar in section 1.3.5 uses disjunctive linearizations for the
terms n�

c and v�
e ;

N ! nc[] := s = ` lion ' j l̀ions'

V ! ve[] := s = `eats' j `eat'

N

Example 5.16.

This is another simple grammar using disjunction,

S ! f [S] := s = S:s S:s

S ! a[] := s = `a' j `b'

and since it also makes use of reduplication, it makes a good example for dis-
cussion the di�erences between intensional and extensional disjunction.

N

Disjunction as a non-deterministic operation

To be able to de�ne intensional disjunction, we must extend the de�nition of
gcfg to many-valued, or non-deterministic, linearization functions, as discussed
in section 2.4.2.

De�nition 5.17 (intensional disjunction). Intensional disjunction is a non-
deterministic operation with the following de�nition; � 1 j � 2 is calculated to
either � 1 or � 2.

The following laws hold for intensional disjunctions (as for intersections):

� (� 1 j � 2) 
 = ( � � 1 
 ) j (� � 2 
 )

�; r = � 1 j � 2;  = ( �; r = � 1;  ) j (�; r = � 2; � 0)

This means that we can push out a disjunction to a row, which is used in
the active parsing algorithm below. We can even push out a disjunction to a
disjunction of linearizations, which is used when showing that the extension is
not strict.

Example 5.18.

The reduplication grammar in example 5.16 have trees of the form f k (a); i.e. k
applications of f , �nally applied to a. There are two possible linearizations of
the term a, and each application of f duplicates the string; thus the language
is L int = a2n

[ b2n
, when we use the intensional semantics. This language is an

exponentially growing language, and hence not mildly context-sensitive.
N
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5.2.1 A non-strict extension

To see that the intensional disjunction is not a strict extension, we give a trans-
lation from disjunctive gf/pmcfg to ordinary gf/pmcfg .

Since it is possible to push out disjunctions, we can assume that each disjunctive
rule is of the form A ! f [ ~B ] := � 1 j : : : j � n , where none of� i contains a
disjunction. Such a rule is translated to n rules A ! f i [ ~B ] := � i for 1 � i � n.
That the grammars are equivalent comes from the compositionality of gcfg ;
any rule taking a term of type A as argument cannot separate the functionsf i

from each other, thus they are indistinguishable.

5.2.2 Parsing of intensionally disjunctive PMCFG

Here we describe an extension of the active parsing algorithm described in sec-
tion 4.4, to handle intensional disjunctions. The only di�e rence to the original
algorithm is the Complete rule, where we non-deterministically choose any of
the disjunctions.

Complete

[ R ; � ; r = � � ; r 0 = � 1 j : : : j � n ; � ; ~� ]

[ R ; � ; r = �; r 0 = � � � � i ; � ; ~� ]

�
1 � i � n (5.3)

Predict, Scan and Combine remain as the rules 4.10, 4.12 and 4.13.

5.3 Extensional disjunction ( j)

To de�ne extensional disjunctions, we do not change the de�nition of gcfg , but
instead we change what is meant by linearization types.

Linearizations as sets

We lift the linearization types to non-empty sets of linearizations. This means
that an (extensional) linearization, written �, is a set of ( original) linearizations,
still written � . We have to rede�ne all existing linearization operations in the
following way:

� Concatenation is applied to sets of strings, in the standardmanner;

� 1 � � 2 = f � 1 � � 2 j � 1 2 � 1; � 2 2 � 2 g
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� Record formation returns a set of records;

f r1 = � 1 ; : : : ; rn = � n g = f f r1 = � 1 ; : : : ; rn = � n g j � i 2 � i ; 1 � i � n g

� Record projection is also lifted to sets of linearizations;

� :r = f �:r j � 2 � g

Disjunction as set union

With these changes we can de�ne linearization of disjunctions as set union

De�nition 5.19 (extensional disjunction). Extensional disjunction is an oper-
ation on extensional linearizations de�ned as� 1 j � 2 = � 1 [ � 2.

Unfortunately, the natural law of � -conversion, � = f r1 = � :r1 ; : : : ; rn =
� :rn g, does not hold any more. Instead we have the much weaker law,

� � f r1 = � :r1 ; : : : ; rn = � :rn g

The following law for string concatenation still holds though,

� (� 1 j � 2) 
 = ( � � 1 
 ) j (� � 2 
 )

So, disjunctions cannot be pushed out to the linearization de�nitions, and the
translation to pmcfg in section 5.2.1 cannot be applied.

5.3.1 A strict extension

The e�ect of extensional disjunction is to lift reduplicati on to work on the tree
level instead of the string level. This means that each reduplication in a lin-
earization can linearize to di�erent strings, as long as they are represented by
the same tree. With extensional disjunction it is possible to de�ne languages
not obviously de�nable by ordinary pmcfg linearizations.

Example 5.20.

The grammar in example 5.16 generates the languageL ext = ( a [ b)2n
using

the extensional semantics. The reason for this is that each application of f
duplicates the length of the string, but otherwise only saysthat the string should
consist of a's and b's.

N

Note that this language is larger than the intensional language for the same
grammar, L int ( L ext. To be precise, very much larger; there are 2 strings in
L int of length 2n , while there are 22n

strings of the same length inL ext.
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Conjecture 5.21. There is no pmcfg grammar that can express the language
L ext = ( a [ b)2n

.

Unfortunately we have not yet found a proof of the conjecture, but we give an
informal argument of why it should be true.

Proof (idea). The argument is based on the fact that eachpmcfg tree has
exactly one linearization. We argue that L ext contains more strings of length 2n

than any candidate pmcfg grammar can have corresponding trees;

� There are 22n +1
=

�
22n � 2

legal strings of length 2n +1 ;

� Any pmcfg string of length 2n +1 must be composed of strings of length
� 2n ;

� But there are only
P n

i =1 22i
< 2

�
22n �

�
�
22n � 2

legal strings of length
� 2n ;

So, a pmcfg function f creating rules of length 2n +1 must take at least two
arguments with strings of length � 2n . But, there is no way of guaranteeing
that two argument strings x and y have equal length. This means that if 2j =
jxj 6= jyj = 2 k , then jf � (x; y)j = 2 j + 2 k 6= 2 n for any n, and therefore f must
accept strings of length6= 2 n . We have a contradiction.

�

The reason why this is not a correct proof is that it does not cover all possible
pmcfg grammars. Note that the argument hinges on reduplication; without the
possibility of reduplication, extensional and intensional disjunction are equiva-
lent.

Corollary 5.22. Extensional disjunctive pmcfg is a strict extension of pmcfg
(if the conjecture holds).

Note however that the argument does not hold for conjunctivepmcfg ; in fact
the following conjunctive grammar recognizes the languageL ext;

S ! f [S0] := s = S0:s2

S0 ! f 0[R; L] := s1 = R:s& L:s1; s2 = L:s2

R ! r [R] := s = R:s R:s

R ! a[] := s = `a'

L ! la [L ] := s1 = `a' L:s1; s2 = `a' L:s2

L ! lb[L ] := s1 = `a' L:s1; s2 = `b' L:s2

L ! e[] := s1 = �; s 2 = �

This grammar consists of two subgrammars; whereR recognizes the language
a2n

. The second subgrammarL can be seen as a relation on string pairs, where
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�:s 1 = an i� �:s 2 = ( a[ b)n . The S0 category states that the L argument should
have length 2n , meaning that the s2 component de�nes the language (a [ b)2n

.
Note that this grammar relies on the possibility of erasing the row s1, without
losing its information.

It is an open question whether there are disjunctive grammars that are not
recognizable in polynomial time; or in other words, whether any disjunctive
grammar can be translated to an equivalent conjunctive grammar.

5.3.2 Parsing of extensional disjunctive PMCFG

Ranges and extensional disjunction

We can use exactly the same de�nition of ranges as in section 4.1. The general
de�nition of range disjunction is set union, � 1 j � 2 = � 1 [ � 2. Since disjunction
has a range interpretation, we can extend the notion of range-restriction to also
include intersection. Thus, the parsing algorithms for context-free gf in section
4.2 still apply.

Extensional disjunctive PMCFG parsing is not polynomial

Unfortunately, the parsing algorithms for context-free gf are not polynomial
in the length of the input any more. The reason is that ranges are no longer
string-equivalent. In fact, a range can be almost any subsetof the universal
range R w ; and there are O(2jw j ) possible ranges. An exponential number of
ranges gives exponential space complexity for the algorithm.

Active parsing of extensional disjunctive PMCFG

Although parsing with general ranges is not polynomial, it is still possible to
augment the active parsing algorithm from section 4.4 to handle extensional
disjunction. In this algorithm we assume that an intersection r = � 1 j : : : j � n

is written as a number of rows in the record, r = � 1; : : : ; r = � n . This is a
slight abuse of notation, but the justi�cation is that the in ference rules from the
original algorithm only need minimal changes.

Union
[ R ; � ; r = � 0; r = � 1 � ; � ; ~� ]

[ R ; � ; r = � � ; � ; ~� ]

�
� = � 0 [ � 1 (5.4)

If we have found two linearizations for the same label, we take the union
of the linearizations.
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Skip
[ R ; � ; r = � � ; r 0 = �; � ; ~� ]

[ R ; � ; r = � � ; � ; ~� ]

�
� = ( r 0 = � 0; : : :)

or r = r 0 (5.5)

But there is also the possibility that some linearization is not possible, so
we are allowed to skip a row whenever there are other opportunities for
the same label.

Complete

[ R ; � ; r = � � ; r 0 = �; � ; ~� ]

[ R ; � ; r = �; r 0 = h� i � �; � ; ~� ]

�
� 6= ( : : : ; r = � 1) (5.6)

The only di�erence to the original Complete rule is the added side con-
dition, stating that the rule must not apply when Union applies.

Predict, Scan and Combine remain as the rules 4.10, 4.12 and 4.13.

5.4 Interleave ( k)

cfg is not an ideal formalism for writing grammars for languageswith free
or multiple word-order. For this reason more expressive formalisms have been
introduced, most notably id/lp grammars (Shieber, 1984). The drawback of
the id/lp formalism is that parsing is exponential in the size of the grammar
(Barton Jr., 1985).2 Nederhof et al. (2003) propose to recastid/lp grammars
with partially ordered multiset context-free grammars (poms-cfg ),
to generate re�ned bounds onid/lp parsing complexity. The rules in a poms-
cfg havepoms-expressions on the right-hand side, which are a syntactic variant
of pomsets (Gischer, 1988).

The main idea with poms-expressions is to introduce theinterleave operator, (k).
This operator has also been called \merge", \shu�e", \weave "and other things in
the contexts of process algebra, concurrency theory and formal language theory
(see e.g. Hopcroft and Ullman, 1979; Gischer, 1988).

De�nition 5.23 (interleave). Interleave is a non-deterministic linearization op-
eration on sequences de�ned as� k � = � 1� 1 � � � � n � n whenever there are (pos-
sibly empty) sequences� i ; � i such that � = � 1 : : : � n and � = � 1 : : : � n .

The operation can also be de�ned inductively via the disjunction operation as;

a� k b� = a(� k b� ) j b(a� k � )

� k � = �

� k � = �

2To be exact, the problem is NP-complete.

127



Chapter 5. Extensions of concrete syntax

This means that interleave is not a strict extension of pmcfg linearizations,
provided we use intensional disjunction which itself is a non-strict extension.
But expanding an interleave can result in an exponential increase of the size of
the linearization. As an example, the expressiona1 k � � � k an , saying that the n
arguments can come in any order, gives rise ton! distinct disjuncts.

Usefulness of interleave

The main usage of interleaving is to de�ne grammars in free word-order lan-
guages. Nederhof et al. (2003) show that there is a direct conversion of gram-
mars written in the id/lp format to linearizations using interleave.

Example 5.24.

The grammar fragment of verb phrases in the free word-order Makua language
(Gazdar et al., 1985, page 48) can be written as follows in theid/lp formalism;

VP ! V V � S

VP ! V; NP

VP ! V; S

VP ! V; NP; NP

VP ! V; NP; PP

VP ! V; NP; S

The rules can be written as an interleavedpmcfg in the following way (adapted
from Nederhof et al., 2003);3

VP ! f 1[V] := V

VP ! f 2[V; NP] := V k NP

VP ! f 3[V; S] := V � S

VP ! f 4[V; NP1; NP2] := V k NP1 k NP2

VP ! f 5[V; NP; PP] := V k NP k PP

VP ! f 6[V; NP; S] := V � S k NP

N

5.4.1 Active parsing of interleaved PMCFG

Shieber (1984) has given a direct parsing algorithm for context-free id/lp gram-
mars, which does not improve on the theoretical parse time complexity for
parsing the equivalent cfg , but in practice is much more e�cient (Barton Jr.,
1985). Nederhof et al. (2003) give a direct parsing algorithm for poms-cfg ,

3For clarity we skip the record labels, since all linearizati ons are single strings.
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which is also exponential in the size of the grammar, but the bounds are even
more re�ned that in Shieber's algorithm. They compile the poms-expressions
to poms-automata, which then are used in their Earley-style parsing algorithm.

Here we modify their algorithm to work with pmcfg grammars. For simplicity
we do not compile the linearization expression to apoms-automaton, but instead
use the expression directly in the parsing algorithm.

Interleave

[ R ; � ; r = � � (� 1 k � � � k X � i k � � � k � n ) �; � ; ~� ]

[ R ; � ; r = � � X (� 1 k � � � k � i k � � � k � n ) �; � ; ~� ]
(5.7)

The �rst component of any part of an interleave can be moved tothe front.
This is non-deterministic as long as more than one� i is non-empty.

Merge
[ R ; � ; r = � � (� k � � � k � ) �; � ; ~� ]

[ R ; � ; r = � � �; � ; ~� ]
(5.8)

The interleave of empty strings is empty and can be removed.

Predict, Complete, Scan and Combine remain as the rules 4.10{4.13.

Note that the Interleave rule is not formally correct as it is written. Nested
interleaves such asa k (bk c)d are not handled correctly;

a k (bk c)d 6= a(bk c)d j (bk c)(a k d)

Handling nested interleaves

To handle nested interleaves correctly, we need to de�nederivatives over poms-
expressions, where by� a(� ) mean the derivative of � over a. This can be done
in a similar way as derivatives for regular expressions (Brzozowski, 1964). As
an example, the derivatives of the given expression are

� a(a k (bk c)d) = ( bk c)d

� b(a k (bk c)d) = a k cd

� c(a k (bk c)d) = a k bd

Note that derivatives can be non-deterministic, as in � a(abk ac) which can be
bk ac or abk c. This constitutes no problem, since the inference rules which use
� a are non-deterministic themselves.

Now the Interleave rule can be combined into theScan and Combine rules
as follows.
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Chapter 5. Extensions of concrete syntax

Scan+Interleave

[ R ; � ; r = � � �; � ; ~� ]

[ R ; � ; r = � 0 � � 0; � ; ~� ]

�
� 0 = � s(� )

� 0 = � � hsi w (5.9)

Combine+Interleave

[ R ; � ; r = � � �; � ; ~� ] [ B ; � 0 ]

[ R ; � ; r = � 0 � � 0; � ; ~� [i := � 0] ]

8
<

:

� 0 = � B:r 0(� )
� 0 = � � � 0:r 0

� i � � 0
(5.10)

Predict and Combine remain the same as the rules 4.10 and 4.13.

The e�ect of this algorithm is to simulate a poms-automaton via the derivative.
As an alternative, the linearizations can also be compiled into automata as is
done by Nederhof et al. (2003).

5.5 Summary

In this chapter we gave three di�erent extensions of the pmcfg formalism.
The �rst, intersection, is borrowed from conjunctive grammar (Okhotin,
2001), and is a strict extension sincepmcfg is not closed under intersection.
We showed that conjunctive pmcfg is equivalent to simple literal move-
ment grammar (Groenink, 1997a,b) andrange concatenation grammar
(Boullier, 2000a,b), meaning that the formalisms exactly characterizes the class
of languages recognizable in polynomial time.

The second extension is disjunction, which can have two di�erent interpreta-
tions; one intensional and one extensional. The intensional variant is not a
strict extension of pmcfg , but the extensional can describe languages which
are conjectured not can be described by an ordinarypmcfg . There are some
open questions left regarding the extensional disjunction; the �rst being how
the proof sketch can be turned into a correct proof. Another open question is
whether disjunctive pmcfg can describe non-polynomial languages.

The third extension is an adaptation of the poms-cfg format of Nederhof et al.
(2003) to handle pmcfg grammars. The operation is called interleave, and we
gave a parsing algorithm for interleavedpmcfg grammars. An application of
interleave can be converted to a number of disjunctions, butthis reduction can
lead to an exponential increase of the grammar size. We instead augmented the
active parsing algorithm from chapter 4, with rules to handle interleaves.
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Chapter 6

Non-context-free
abstract syntax

This �nal chapter discusses how to handleGF grammars containing higher-order
functions or dependent types.

We give an algorithm for converting higher-order functionsinto �rst-order functions.
The resulting context-freeGF grammar is over-generating, since it cannot type-
check variable occurrences correctly. We therefore give a procedure for �ltering out
non-well-formed terms during the conversion from �rst-order to higher-order parse
results.

In the presence of dependent types it is possible to describeundecidable languages
(Ranta, 2004a), so the parsing problem is undecidable in general. We nevertheless
describe a two-step parsing process for such grammars; �rstwe translate into an
overgenerating context-freeGF grammar, and parse using that grammar. The re-
sulting parse items are then converted into a logic program,which can be solved by
any proof search procedure.
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Chapter 6. Non-context-free abstract syntax

6.1 Higher-order functions

In full gf , arguments to functions can themselves be functions. Functions tak-
ing other functions as arguments are calledhigher-order functions, and their
corresponding typings are called higher-order categories.

Example 6.1.

The following is a simple grammar for a subset of predicate logic, with quanti�-
cation over a domain of individuals.

all ; some : (Ind ! Prop) ! Prop

equal : Ind � Ind ! Prop

a; b; c : Ind

And here are some example propositions.

all (�x: equal(x; x )) : Prop

some(�y: equal(b; y) : Prop

N

The presence of higher-order functions gives rise to the question of how to lin-
earize a functional argumentC1 � � � � � Cn ! B , a problem that can be solved
in di�erent ways. The solution chosen in gf is to pair the linearization of the
result category B with linearizations of variable bindings representing terms
of the argument categoriesC1 � � � � � Cn . This means that gf automatically
infers the linearization type for functional arguments as Strn � B � , for a func-
tion type C1 � � � � � Cn ! B . For convenience we write elements of the type
(C1 � � � � � Cn ! B )� as � hc1; : : : ; cn ; bi .

Example 6.2.

Here is a possible concrete syntax for the given abstract grammar.

all � (� hx; pi ) = ` for all ' x ;̀ ' p

some� (� hx; pi ) = ` there is an' x `such that' p

equal� (x; y) = x ìs equal to' y

a� = `Anna'

b� = `Bessie'

c� = `Carlotta '

Note that we use � hx; pi as syntactic sugar for a pair of the linearization type
(Ind ! Prop)� = Str � Prop� .

N
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6.1. Higher-order functions

A formal treatment

To be able to de�ne a concrete syntax for grammars with higher-order functions,
we need to introduce some extra notions.

De�nition 6.3. The linearization type for a function type C1 � � � � � Cn ! B ,
is de�ned as

(C1 � � � � � Cn ! B )� = Strn � B �

For each categoryC the grammar writer needs to de�ne a default linearization
for bound variables, which is written

lindef C(x) = �

where � : C � wheneverx is a string. The framework also contains a coercion
for variables, wherex̂ : Str wheneverx is a variable. The most natural way to
de�ne this coercion is to view the name of the variable as a string, e.g. x̂ = ` x'
and ŷ2 = `y2'.

Now we can augment the de�nition of term linearization with t wo extra cases,
for lambda-abstractions and bound variables,

[[�x 1 : : : xn : t]] = � ĥx1; : : : ; x̂n ; [[t]]i

[[x]] = � (lindef C(x̂) = � )

Example 6.4.

The example grammar has to be augmented with default linearizations for each
category. But this is trivial; since all linearization type s are strings, we can
simply declare lindef Ind (x) = x, and similar for the type P rop.

Now we can linearize the example propositions as,

[[all (�x: equal(x; x ))]] = all � (� ĥx; [[equal(x; x )]]i )

= all � (� ĥx; equal� (x̂; x̂)i )

= all � (� h̀ x ' ; equal� (`x'; `x ') i )

= ` for all x ; x is equal to x'

[[some(�y: equal(b; y))]] = some� (� ĥy; [[equal(b; y)]]i )

= ` there is some y such that Bessie is equal to y'

N

6.1.1 Removing higher-order functions from a grammar

In this section we show that a grammar with higher-order functions can be
converted to a grammar with a context-free backbone. The resulting grammar is
overgenerating in the presence of variables, and we give a procedure for �ltering
out non-well-formed results.
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Algorithm 6.5.

First, add a new categoryVar for representing bound variables. We assume that
there is an in�nite supply of terms vi : Var (i 2 N), representing each possible
variable x i . The linearization type for variables is strings, Var� = Str, and
each term vi has a linearization de�nition in terms of its represented variable,
v�

i = x̂ i .

Then, convert each default linearization lindef C(x) = � to a function

� C : Var ! C

� �
C (x) = �

Finally, for each higher-order function such as,

h : ~B � (C1 � � � � � Cn ! Bk ) � ~B 0 ! A

create a new categoryB̂k = [ C1 � � � � � Cn ! Bk ] together with a coercion
function � B i ,

lincat B̂k = Strn � B �
k

� B k : Varn � Bk ! B̂k

� �
B k

(x1; : : : ; xn ; y) = � hx1; : : : ; xn ; yi

Replace each occurrence ofC1 � � � � � Cn ! Bk as an argument in a function
typing, by the new category B̂k .

N

The resulting grammar has a context-free backbone since allhigher-order func-
tions has been removed. There is an in�nite number of termsvi in Var, but
that constitutes no severe problem for parsing, since the number of terms that
are used in any given instance is �nite, and these terms can becreated in a
pre-processing phase.

The resulting context-free gf grammar is over-generating, since there is no way
of checking that the variables occurring in a term are bound by a preceding
lambda-abstraction, and that all occurrences of the same variable have the same
type. Therefore we have to check that the variables are boundand type-correct
when the terms have been assembled.

Theorem 6.6. The grammar resulting from algorithm 6.5 recognizes all strings
that are recognized by the original grammar.

Proof. Assume for simplicity that we have a higher-order function of the form,

h : ~B � (C1 � � � � � Cn ! Bk ) � ~B 0 ! A
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6.1. Higher-order functions

The generalization to arbitrary higher-order functions is straightforward. We
have to show that there is a corresponding �rst-order tree for each higher-order
tree h(~t; �x 1 : : : xn : tk ; ~t0), with the same linearization.

The corresponding �rst-order tree for the higher-order treeh(~t; �x 1 : : : xn : tk ; ~t0)
is,

h(~t; � B k (v1; : : : ; vn ; tk [x1=�C1 (v1); : : : ; xn =�Cn (vn )]) ; ~t0)

where v1; : : : ; vn are the terms in Var representing the variablesx1; : : : ; xn .
Now, the linearization de�nition of � C i says that,

[[� C i (vi )]] = � �
C i

(v�
i ) = � �

C i
(x̂ i ) = � i = [[ x i ]]

where lindef Ci (x̂ i ) = � i . This implies that the substitution tk [x i =�C i (vi )] does
not have e�ect for any x i on the linearization; i.e.

[[tk [x1=�C1 (v1); : : : ; xn =�Cn (vn )]]] = [[ tk ]]

But this in turn gives us,

[[� B k (v1; : : : ; vn ; tk [x1=�C1 (v1); : : : ; xn =�Cn (vn )])]]

= � �
B k

([[v1]]; : : : ; [[vn ]]; [[tk [x1=�C1 (v1); : : : ; xn =�Cn (vn )]]])

= � ĥx1; : : : ; x̂n ; [[tk ]]i

= [[ �x 1 : : : xn : tk ]]

�

Converting �rst-order parse results to higher-order

There is only one possible way to create terms of the new type,

B̂k = [ C1 � � � � � Cn ! Bk ]

and that is by application of the coercion function � B k . So, each term of typeB̂k

is of the form � B k (v1; : : : ; vn ; t) where v1; : : : ; vn : Var and t : Bk . From this
term we recreate the function �x 1 : : : xn : t0, where x1; : : : ; xn are the variables
represented byv1; : : : ; vn , by substituting,

t0 = t[� C1 (v1)=x1; : : : ; � Cn (vn )=xn ]

The resulting function is equivalent to the original term by the argument above,
except whent0 contains some spurious� D (vi ) after substitution. If it does, the
corresponding variablex i occurs with type D; either it is unbound or it should
have had another type.

So, the resulting context-freegf grammar is over-generating, and the recognized
terms must be checked for spurious variables, which constitutes a limited form
of type-checking.
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Example 6.7.

The example grammar now needs to be augmented with the following rules,

vi : Var (i 2 N)

� I : Var ! Ind

� P : Var ! Prop

with the variable linearizations v�
0 = `x', v�

1 = `y', v�
2 = `z', etc. The default

coercion � P will never be used in the grammar, and can be removed. The
default linearizations for Ind and Propare converted to the identical linearization
de�nitions � �

I (x) = x and � �
P (x) = x.

The quanti�ers contain the argument type Ind ! Prop, from which we introduce
the new categorybP = [ Ind ! Prop], with its lambda-coercion � P ,

� P : Var � Prop ! bP

� �
P (x; y) = � hx; y i

Finally we transform the original rules into �rst-order for mat,

all ; some : bP ! Prop

equal : Ind � Ind ! Prop

a; b; c : Ind

retaining their original linearizations.

Now, we can parse the strings f̀or all x, x is equal to x' and `there is some y
such that Bessie is equal to y', yielding the parse results,

all (� P (v0; equal(� I (v0); � I (v0))) : Prop

some(� P (v1; equal(b; � I (v1)))) : Prop

which can be back-translated into the original parse trees as described above.
Note that sentences like`x is equal to y' and `there is some x such that x', also
are recognized by the �rst-order grammar; but back-translation fails since the
resulting higher-order terms contains spurious variables(� I (v0) and � I (v1) for
the �rst sentence, and � P (v0) for the second).

N

6.1.2 Higher-order functions as arguments

Suppose we have a higher-order function as argument to a function. An example
is the function,

h : D � (C � (D ! C) ! B ) ! A
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where the second argument is a higher-order function of typeC� (D ! C) ! B .

The �rst question that arises is how to linearize such a higher-order argument.
In gf this is done by assuming that it is a variable like other variables, meaning
that the linearization of h has the form,

h� (x; � hy; f; z i ) = �

where x : D � , z : B � and y; f : Str. This treatment means that algorithm 6.5
still works without modi�cations.

Unfortunately, it is not clear how to handle default lineari zations for function
types; e.g. what is the default linearization for the function type D ! C above?
This is not obvious since functional variables can be applied to arguments; in
the example we could applyf to a term of type D, e.g. f x is a term of type C.

In the current implementation of gf , there is an ad hoc solution where the
application f x is linearized as the string f̀ x '; but there could perhaps be other
alternative choices. These issues have not been fully investigated, since it seems
implausible that there will be any linguistic need for more than second-order
functions.

6.2 Dependent types

If we have agf grammar with dependent categories, there is a straightforward
two-step parsing process for that grammar. First we simply remove all depen-
dencies from the abstract syntax, thereby getting a grammarwith a context-free
backbone. This grammar is over-generating, so parsing returns all parse trees
we want, but perhaps also some unwanted trees. The second step consists of
�ltering the parse trees through the original grammar.

The naive way of performing the second step is to extract eachparse tree and
then check that it is type-correct. However, this can result in extracting a very
large number of trees, which are all rejected by the type-checker. In some cases
there can even be an in�nite number of parse trees, of which only a �nite number
is correct. Then the �ltering algorithm does not even terminate.

Example 6.8.

The following is an example grammar for a fragment of arithmetic with over-
loaded operators. There are two possible number domains; natural numbers
and reals (Nat ; Real : Dom). Some operations (plus) work on any domain,
while others (sqrt) only work on reals.
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Nat ; Real : Dom

plus : (d : Dom) � Num(d) � Num(d) ! Num(d)

sqrt : Num(Real) ! Num(Real)

c : Num(Nat ) ! Num(Real)

one; two : Num(Nat )

plus� (d; x; y) = x `plus' y

sqrt� (x) = ` the square root of' x

c� (x) = x

one� = `one'

two� = ` two'

Since the abstract type theory does not have overloading, weneed a coercion
function c from integers to reals. There are three possible terms that linearize
to the string w = ` the square root of one plus two';

1 sqrt(plus(Real; c(one); c(two)))

2 sqrt(c(plus(Nat ; one; two)))

3 plus(Real; sqrt(c(one)) ; c(two))

The di�erence between (1) and (2) is that the �rst uses integer addition, while
the second uses real addition. Both utilize the mathematical term

p
1 + 2, while

(3) is a representation of
p

1 + 2.

To be able to use the parsing algorithms in chapter 4, we have to remove the
dependencies to get the context-free backbone, which lookslike this in pmcfg
format;

Num ! plus[Dom; Num1; Num2] := Num1 `plus' Num2

Num ! sqrt[Num] := ` the square root of' Num

Num ! c[Num] := Num

Num ! one[] := `one'

Num ! two[] := ` two'

Note that the rule for the coercion c is a cyclic rule. Now, parsing the input
string w using this grammar results in the following pmcfg chart;
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1 [ sqrt ; 0 : : : 7 ; 4: : : 7 ]

2 [ sqrt ; 0 : : : 5 ; 4: : : 5 ]

3 [ plus ; 4 : : : 7 ; ?; 4 : : : 5; 6 : : : 7 ]

4 [ plus ; 0 : : : 7 ; ?; 0 : : : 5; 6 : : : 7 ]

5 [ one; 4 : : : 5 ; ]

6 [ two ; 6 : : : 7 ; ]

7 [ c; 0 : : : 7 ; 0: : : 7 ]

8 [ c; 0 : : : 5 ; 0: : : 5 ]

9 [ c; 4 : : : 7 ; 4: : : 7 ]

10 [c; 4 : : : 5 ; 4: : : 5 ]

11 [c; 6 : : : 7 ; 6: : : 7 ]

Note that items (3) and (4) have metavariables for the linearization of the do-
main, since the rule for plus is suppressing. The items (7){(11) are all cyclic
items which can be applied on any part of a parse tree, any number of times.
So, there are in�nitely many parse trees that can be constructed from this chart,
of the following two forms;

c� (sqrt(c� (plus(c� (one); c� (two)))))

c� (plus(c� (sqrt(c� (one)) ; c� (two))))

Of these in�nitely many trees, only three are correct according to the original
grammar.

N

6.2.1 Type checking as proof search

In this section we describe how to do the second step on the resulting parse chart,
instead of each parse tree. The idea is to convert the chart into Horn clauses,
which can be solved by any proof search procedure, e.g. standard prolog .

Converting to Horn clauses

Algorithm 6.9.

Convert each chart item,

[ A ! f [A1; : : : ; A � ] ; � ; � 1; : : : ; � � ]

where f has the abstract typing,

f : (x1 : A1) � (x2 : A2[x1]) � � � � � (x � : A � [x1; : : : ; x � � 1])

! A[x1; : : : ; x � ]
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into the following Horn clause (where t : A ) � is just syntactic sugar for a
3-tuple);

f (x1; : : : ; x � ) : A[x1; : : : ; x � ] ) � ` x1 : A1 ) � 1;

x2 : A2[x1] ) � 2;

: : : ;

x � : A � [x1; : : : ; x � � 1] ) � �

Metavariables in a linearization � i are treated as anonymous logical variables.
N

This algorithm works �ne for non-suppressing grammars; but if the rule for f
above is suppressing, then some linearization� i in the resulting clause might be
completely uninstantiated, � i = ?. This means that the term represented byx i

is suppressed, and the corresponding predicate call can (and must) be removed
from the clause.

Algorithm 6.10.

From all clauses,

� ` � 1; : : : ; � �

remove each predicate call �i with an uninstantiated linearization,

� i = x i : A i [: : :] ) ?

N

Querying the logic program

Now, given the input string w and the starting category S, we can try to prove
the query,1

` x : S ) h wi

wherex is an unbound logical variable. If the query is true, the string is accepted
by the grammar, and each possible instantiation ofx is a correct parse tree.

While the �rst step, parsing the underlying pmcfg grammar, always terminates
in polynomial time; it is not sure that the second step will. I t might take
exponential time to extract a solution from the resulting logic program, or it
might even be non-terminating. Also, the time taken and the termination may
depend on the proof strategy of the theorem solver.

1Note that the query uses the range interpretation of section 4.1, which presupposes that
the chart items also use range linearizations. If the chart u ses string linearizations, we only
have to replace hwi by w in the query.
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Example 6.11.

The chart from the previous example, is translated by the algorithm into the
following logic program;

1 sqrt(x) : Num(Real) ) 0 : : : 7 ` x : Num(Real) ) 4 : : : 7
2 sqrt(x) : Num(Real) ) 0 : : : 5 ` x : Num(Real) ) 4 : : : 5
3 plus(d; x; y) : Num(d) ) 4 : : : 7 ` x : Num(d) ) 4 : : : 5;

y : Num(d) ) 6 : : : 7
4 plus(d; x; y) : Num(d) ) 0 : : : 7 ` x : Num(d) ) 0 : : : 5;

y : Num(d) ) 6 : : : 7
5 one : Num(Nat ) ) 4 : : : 5 ` �
6 two : Num(Nat ) ) 6 : : : 7 ` �
7 c(x) : Num(Real) ) 0 : : : 7 ` x : Num(Nat ) ) 0 : : : 7
8 c(x) : Num(Real) ) 0 : : : 5 ` x : Num(Nat ) ) 0 : : : 5
9 c(x) : Num(Real) ) 4 : : : 7 ` x : Num(Nat ) ) 4 : : : 7

10 c(x) : Num(Real) ) 4 : : : 5 ` x : Num(Nat ) ) 4 : : : 5
11 c(x) : Num(Real) ) 6 : : : 7 ` x : Num(Nat ) ) 6 : : : 7

The goal to prove is,

` x : Num (d) ) 0 : : : 7

and using a simple theorem prover such asprolog , we get the following answers;

1 d = Real; x = sqrt(plus(Real; c(one); c(two)))

2 d = Real; x = sqrt(c(plus(Nat ; one; two)))

3 d = Real; x = plus(Real; sqrt(c(one)) ; c(two))

N

Horn clauses as a representation of a chart

The logic program resulting from the algorithm in this section can be seen
as a compact representation of the set of parse trees. But then there is an
analogy to Lang (1994); whereparsing in the sense \constructing a compact
representation of the parse trees" takes polynomial time, while recognition in
the sense \testing whether the input string is recognized bythe grammar" is
undecidable in the worst case. Another example where parsing is harder than
recognition is indexed grammar (Aho, 1968), which was noted by Lang (1994).

Dependencies ranging over �nite types

A special case of dependent types which is not considered in this chapter, is when
the dependencies range over �nite types. The typeNum(d) in example 6.8 is an
example of this, since the variabled : Dom has a �nite range, Nat ; Real. In this
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case we can treat the typesNum(Nat ) and Num(Real) as basic categories, and
not dependent types. The functionplus will have to be split into two functions;
one for integers and one for reals. As a �nal remark, we note that treatment of
�nite dependencies is similar to the translation of context-free gf to pmcfg in
chapter 3, where �nite parameters are moved into the categories.

6.2.2 Dependent types and higher-order functions

A gf grammar can contain functions which are both higher-order and have
dependent typings. These grammars can be parsed using the techniques in
this chapter. We only have to know how gf handles default linearizations for
dependent types.

For the same reason why each instance of a dependent type has the same lin-
earization type, the default linearization is the same for each instance of a de-
pendent type. This means that the default linearization for a dependent type
C(~x) [~x : ~D ] can be speci�ed as,

lindef C( ) (y) = �

where � : C( )� whenevery is a string.

Example 6.12.

If we want to add propositions to the grammar for simple arithmetic, we have
to introduce a higher-order function with a dependent type for the quanti�ers;

all ; some : (d : Dom) � (Num(d) ! Prop) ! Prop

equal : (d : Dom) � Num(d) � Num(d) ! Prop

all � (d; � hx; pi ) = ` for all ' x ;̀ ' p

some� (d; � hx; pi ) = ` there is an' x `such that' p

equal� (d; x; y) = x ìs equal to' y

Using these functions, we can form propositions like,

p = some(Nat ; �x: equal(Real; c(x); sqrt(c(x)))) : Prop

saying that x =
p

x for some integerx;

[[p]] = ` there is an x such that x is equal to the square root of x'

Note that since the linearization functions drop the domain information, the
string does not say that the number is an integer.

The default linearizations for numbers is the trivial ident ity function as before;

lindef Num( ) (y) = y

N
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The idea is to �rst translate higher-order functions to �rst -order; then parse the
context-free backbone, and convert the resulting chart into a logic program.

To translate a higher-order function with a dependent functional argument, e.g.

h : (x; y : D ) � (C1[x] � C2[x; y] ! B [y]) ! A

we move the variablesx; y outside the new categoryB̂ ,

B̂ (x; y) = [ C1 � C2 ! B ](x; y)

together with the coercion function � B ;

lincat B̂ = Str2 � B �

� B : (x; y : D ) � Var � Var � B [y] ! B̂ (x; y)

� B (x; y; c1; c2; b) = � hx; y; c1; c2; bi

Furthermore, the default linearizations lindef Ci ( ) (x) = � i are translated to
functions,

� C1 : (x : D ) � Var ! C1[x]

� C2 : (x; y : D ) � Var ! C2[x; y]

� �
C1

( ; x) = � 1

� �
C2

( ; ; x) = � 2

With these modi�cations, algorithm 6.5 can be applied to dependent higher-
order functions as well.

Example 6.13.

The arithmetic grammar with propositions is translated to � rst-order form by
introducing the category bP(d) [d : Dom], where bP = [ Num ! Prop], and the
following rules;

vi : Var (i 2 N)

� N : (d : Dom) � Var ! Num(d)

� N ( ; x) = x

� P : (d : Dom) � Var � Prop ! bP(d)

� P (d; x; p) = � hd; x; pi

Now we can transform the higher-order quanti�ers into �rst- order format,

all ; some : (d : Dom) � bP(d) ! Prop

keeping their original linearizations.
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Parsing the string [[p]] above yields two parse results since the string does not
contain information whether the variable is an integer or a real number;

1 some(Nat ; � P (Nat ; v0; equal(Real; c(� N (v0)) ; sqrt(c(� N (v0))))))

2 some(Real; � P (Real; v0; equal(Real; � N (v0); sqrt(� N (v0)))))

Back-translating the terms to higher-order form as in the proof of theorem 6.6,
results in the original term p and a similar term in which x is a real number
variable.

N

6.3 Limitations of the approach in this chapter

The approach to gf parsing taken in this chapter is thus to;

1. First translate higher-order functions to �rst-order;

2. Then parse using the context-free backbone and convert the resulting chart
to a logic program.

What are the limitations of this approach; or in other words, which gf grammars
cannot be handled by this two-step process?

6.3.1 Function de�nitions

One feature of the type theory of gf , that cannot be handled by the approach
in this chapter, is abstract function de�nitions. Recall th at a gf grammar
can contain de�nitions of the form def f ~x = t. During type-checking, it can
sometimes be necessary to reduce terms by such de�nitions, which is not handled
in our approach.

Example 6.14.
Example grammar 6.12 for propositions of arithmetic, couldbe augmented with
de�nitions of the constants one; two, and integer addition,

def one = succ(zero)

def two = succ(one)

def plus(Nat ; zero; y) = y

def plus(Nat ; succ(x); y) = succ(plus(x; y))

where the typings for the natural number constructors zero and succ are stan-
dard;

zero : Num(Nat )

succ : Num(Nat ) ! Num(Nat )
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Assume also that we introduce the dependent type of proofs ofpropositions,

Proof(p) Type [p : Prop]

with the following instances for integer equality;

eq0 : Proof(equal(Nat ; zero; zero))

eqs : (m; n : Num(Nat )) � Proof(equal(Nat ; m; n))

! Proof(equal(Nat ; succ(m); succ(n)))

Now, the proposition 2 = 1 + 1,

P = equal(Nat ; two; plus(one; one)) : Prop

has a proof which can be written;

p = eqs(one; one; eqs(zero; zero; eq0 )) : Proof(P)

However, to check that the proof is correct, i.e. to type-check the proof, it is
necessary to expand the function de�nitions forone and two in p and P.

N

Assuming that we have linearization de�nitions for all proo f terms and propo-
sitions, we could in principle parse a linearization of a proof, and succeed if
the proof is correct. But, then we need to expand function de�nitions during
type-checking, and cannot use the approach of this chapter.The only current
option is then to resort to extracting all possible parse trees and type-checking
them one at the time.

6.3.2 Lambda-abstractions in typings

Another feature of the type theory, is the possibility to have lambda-abstractions,
representing anonymous functions, in function typings. When type-checking
terms of this kind, it might be necessary to postpone calculation of applications
of anonymous functions until the type gets instantiated, during type checking.
As with function de�nitions, this feature is also handled in the current gf im-
plementation by extracting all parse trees and type-checking the one at the
time.

Example 6.15.

Useful linguistic examples of functions having anonymous functions in the typing
are di�cult to �nd. Even in logic they are sparse. One example is the third-
order elimination rule of universal quanti�cation (�-elim ination, also known
as funsplit ). We do not give the typing of that function here, but refer to
Nordstr•om et al. (1990, p. 56).

N

145



Chapter 6. Non-context-free abstract syntax

6.4 Summary

This �nal chapter discussed how to handlegf grammars containing higher-order
functions or dependent types.

We gave an algorithm for converting higher-order functionsinto �rst-order func-
tions. The resulting context-free gf grammar is over-generating, since it can-
not type-check variable occurrences correctly. We therefore gave a procedure
for �ltering out non-well-formed terms during the conversi on from �rst-order to
higher-order parse results. Our current solution is not entirely satisfactory, since
it amounts to generating every possible �rst-order parse tree, and type-check
the term during the conversion to a higher-order term. A better solution would
be to do the type-checking implicitly during the parsing process, or alternatively
during the extraction of �rst-order terms from the chart.

In the presence of dependent types it is possible to describeundecidable lan-
guages (Ranta, 2004a), so the parsing problem is undecidable in general. We
nevertheless described a two-step parsing process for suchgrammars; �rst trans-
late into an overgenerating context-freegf grammar, by stripping o� depen-
dencies, and parse using that grammar. This grammar can be parsed using the
algorithms in chapter 4, and then the resulting parse items are converted into
a logic program consisting of Horn clauses. The logic program can �nally be
solved by a �rst-order theorem prover.

There is no guarantee that a grammar with dependent types always can be
parsed, but formulating the solutions as a logic program often reduces the search
space, compared to the alternative of generating all possible terms and type-
checking them one at the time.
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