
Double-core-hole states in CH3CN: pre-edge structures and chemical-shift contributions
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Spectra reflecting the formation of single-site double-core-hole pre-edge states involving the N 1s and C
1s core levels of acetonitrile have been recorded by means of high-resolution single-channel photoelectron
spectroscopy using hard X-ray excitation. The data are interpreted with the aid of ab initio quantum chemical
calculations, which take into account the direct or conjugate nature of this type of electronic states. Furthermore,
photoelectron spectra of N 1s and C 1s singly core-ionized states have been measured. From these spectra the
chemical shift between the two C 1s−1 states is estimated. Finally, by utilizing C 1s single and double core-
ionization potentials, initial and final state effects for the two inequivalent carbon atoms have been investigated.
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I. INTRODUCTION

The development of third-generation synchrotron radiation
sources and X-ray free electron lasers (XFELs) enabled the
observation of double-core-hole (DCH) states [1–16] at un-
precedented ease. DCH states can be formed by simultaneous
or sequential excitation and/or removal of two core electrons,
as originally discussed by Cederbaum et al. [17] for the case
of the two core electrons being ejected into the continuum.
As it was shown in Ref. [17] and subsequently emphasized
in more recent theoretical works [18–20], formation of DCH
states in molecules is of particular interest due to the prop-
erties of these states. Specifically, molecules where both va-
cancies have been created on one and the same atom, usu-
ally referred to as single-site (ss) DCH, exhibit large orbital
relaxation effects, as recently investigated by Linusson and
coworkers [11], whilst molecular DCH states where the two
vacancies involve two different atomic sites, referred as two-
site (ts) DCH, are prone to enhanced chemical shifts in poly-
atomic molecular systems which comprise the same atomic
species in different chemical environments. Both types of
DCH states can be formed either by ejection of the two core
electrons, leading to DCH continuum states, or by a simulta-
neous core-ionization and core-excitation mechanism, result-
ing in what is referred to as DCH pre-edge states.

Experimental evidence of DCH states had been reported al-
ready from the late seventies, in the work of Ågren et al. [21],
by recording the X-ray emission spectrum of Ne, after elec-
tron impact in the 1s shell. One of the first experimental obser-
vations of DCH final states using electron detection was made
by Eland et al. [1]. By using a time-of-flight (TOF) magnetic
bottle electron spectrometer in combination with synchrotron
radiation (SR), ss-DCH continuum states of CH4 and NH3
were measured along with the decay paths of these states. Us-
ing the same experimental technique, Lablanquie et al. [2]
obtained, around the same time, the ss-DCH continuum states
of N2, O2, CO and CO2 and shortly later the ts-DCH con-

tinuum states of C2H2 [3]. Following the works by Eland et
al. and Lablanquie et al., Mucke et al. [4] investigated the
formation of DCH states in H2O.

Regarding the observation of DCH pre-edge states, which
can be achieved by means of multi-electron coincidence spec-
troscopy, as originally demonstrated in the work of Eland
et al. [1], high-resolution single-channel photoelectron spec-
troscopy has very recently been proven to also be a very ef-
ficient technique for detecting this type of DCH states. The
enhanced kinetic energy resolution offered by this single-
electron spectroscopy technique allows one to measure in
great detail which ”super-excited” states the system has been
promoted to. For instance, the works of Püttner et al. [5] and
Goldsztejn et al. [6] are two showcases of how high-resolution
electron spectroscopy in combination with a detailed fit analy-
sis can be used for the observation of ss-DCH pre-edge states.
Ref. [5] focussed on the formation of 1s−12p−1n` DCH states
in Argon, which led to the identification of Rydberg series
within different spin-orbit terms, converging to the related
double-ionization potential (DIP). Ref. [6] focussed on DCH
states in Neon of the type 1s−2ns,np and the hypersatellite
Auger spectrum, which reflects the decay of different types of
DCH states was also presented and subsequently assigned in
Ref. [7]. Both Refs. [5, 6] were able to determine the lifetime
width of the doubly core-excited states due to the enhanced
energy resolution. Using the same technique as in Refs. [5, 6],
Feifel et al. [8] obtained molecular ss-DCH pre-edge states of
CS2 and SF6 involving the different 1s levels, and Koulen-
tianos et al. [9] investigated DCH pre-edge states of HCl in-
volving the 1s and 2p as well as the 1s and 2s inner shells akin
to the Ar work of Ref. [5]. A comparison of the two comple-
mentary experimental techniques mentioned above was given
by Carniato et al. [10]. In [10] the photon-energy dependence
during the formation of ss DCH pre-edge states in CO2 was
studied using both techniques.

Moreover, experimental works from which dynamical in-
formation on DCH states was extracted have recently been
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published. More specifically, Marchenko et al. [22] obtained
the topology of the potential energy surface (PES) and the life-
time of DCH states of CH3I, by performing complementary
measurements of resonant inelastic X-ray scattering (RIXS)
and resonant Auger spectroscopy (RAS). Furthermore, the
highly repulsive nature of DCH states leading to ultrafast dis-
sociation has been illustrated by Travnikova et al. [23, 24].
Finally, as it was demonstrated by Céolin et al. [25], resonant
energy transfer (RET) in SF6, due to the fill of an initial S 1s−1

vacancy by a S 2p electron, can lead to the formation of S 2p−1

F 1s−1 ts-DCH continuum states.

In parallel to the SR experiments mentioned above, Berrah
et al. [12] investigated the formation of ts-DCH continuum
states in CO, by using the world’s first XFEL, the Linac Co-
herent Light Source (LCLS) at SLAC. Using the same light
source, Salén et al. [13] identified the ts-DCH continuum
states of N2, N2O, CO and CO2. In both works, the creation of
a DCH state is favoured by the fact that the duration of the X-
ray pulses is comparable to the lifetime of the single-core-hole
(SCH) state (≈ 4 − 8 fs), thus enabling the absorption of sev-
eral X-ray photons before the Auger decay sets in. In addition,
both the work of Berrah et al. and Salén et al. [12, 13] vali-
dated experimentally the concept of enhanced chemical shifts
of ts-DCHs.

From a theoretical point of view, the physical mechanisms
leading to the formation of ss-DCH pre-edge states, through
single photon absorption, can be separated into two processes,
referred to, in what follows, as the direct and the conjugate
path. In the first case, absorption of a single photon leads
to the dipolar ionization of a core electron accompanied by
a monopolar excitation (monopolar ”shake-up”) of the sec-
ond core electron. In the second case absorption of a single
photon results in the dipolar excitation of one core electron
while the second core electron is ejected into the continuum
in form of a monopolar driven ”shake-off” ionization mecha-
nism. Nakano et al. [14] measured the ss-DCH pre-edge states
of C2H2n (n = 1, 2, 3) molecules and interpreted the experi-
mentally observed structures in terms of direct and conjugate
contributions. Subsequently, a theoretical model accounting
for these two processes including its application for the in-
terpretation of other experimental spectra, was published by
Carniato et al. [15, 16] demonstrating a very good agreement
between experiment and theory [4, 6, 8].

In the present work, electron spectra associated with the
formation of C 1s−2V and N 1s−2V DCH states of the CH3CN
molecule depicted in Fig.1 have been recorded using the same
technique as in Refs. [5, 6, 8, 9]. The interpretation of the ex-
perimentally observed structures is again based on numerical
calculations, revealing the relative contributions of the direct
and conjugate pathway for each transition. Complementary,
N 1s−1 and C 1s−1 photoelectron spectra have also been mea-
sured and from the latter the chemical shift between the two
C atoms has been estimated.

 1.46 Å 1.15 Å
1.09 Å

110o

109o

FIG. 1: The CH3CN molecule, which comprises a nitrogen atom
(blue), two carbon atoms (dark grey) and three hydrogen atoms (light
grey). The molecule belongs to the C3v point group.

II. EXPERIMENTAL DETAILS

The experimental work was performed at the GALAXIES
beam line of the French national synchrotron radiation facil-
ity SOLEIL [26], Saint Aubin, France. Briefly, the beam line
is equipped with two experimental end stations, one of which
is fully dedicated to hard X-ray photoelectron spectroscopy
(HAXPES) [27] experiments as employed in the present work.
The photons provided by the U20 undulator cover the energy
range of 2.3-12 keV. Different photon energies can be selected
using a Si (111) double crystal monochromator (DCM) and a
collimating mirror, the coating of which can be either palla-
dium or carbon depending on the selected photon energy. Pho-
toelectrons ejected from the target species, which are enclosed
in a gas cell, are collected and analysed with an EW4000
VG Scienta hemispherical analyzer, the electrostatic lens of
which is parallel to the electric field vector of the linearly po-
larized incoming radiation. Energy calibration of the electron
spectrometer, for the acquired 1s−2V photoelectron spectra, is
based on the known LMM Auger spectrum of Argon. The
binding energy used for calibrating the selected photon en-
ergy was 248.63 eV for Ar 2p−1

3/2 [28]. For more details about
the calibration see Ref. [5]. All spectra were measured at a
photon energy of 2.3 keV. For the SCH states a pass energy
of 100 eV and for the DCH states a pass energy of 500 eV
was used resulting in a total experimental resolution, includ-
ing photon bandwidth and spectrometer settings, of 270(10)
meV and �700 meV, respectively.

III. THEORETICAL DETAILS

As previously reported in Refs [6, 8, 10, 14–16], in the spe-
cific case of 1s−2V events, direct and conjugate shake-up pro-
cesses take place and satellite states of monopolar and dipolar
transition nature of the excited electron can be observed with
comparable magnitudes. The 1s−2V cross sections were eval-
uated here in the dipole approximation, from the transition
amplitudes calculated in the length gauge, using the model
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TABLE I: Labels (symmetry) and vertical adiabatic binding energies in eV (experimental measurements vs DFT/B3LYP and Hartree-Fock
(HF) calculated values) of the 1s−2V final states associated with main bands observed in the N-1s−2V spectrum; square root of the mean square
radius (in Å) from Nitrogen; Löwdin atomic populations (converted in a five d orbitals scheme) of the outermost singly occupied molecular
orbital in each 1s−2V final state

Band 1s−2V 1s−2V
√

(< r2 >) N CCH3 CCN H
(Expt.) (Calc.) s p d s p d s p d

A (E) 872.5 870.26 1.697 0.000 0.119 0.100 0.000 0.014 0.108 0.000 0.589 0.012 0.059
B (A1) 878.5 875.66 2.328 0.148 0.069 0.006 0.187 0.131 0.018 0.142 0.015 0.190 0.093
a’ (A1) - 878.24 3.227 0.068 0.038 0.001 0.120 0.109 0.133 0.198 0.017 0.033 0.275
C (A1) 882.2 879.44 3.950 0.151 0.046 0.039 0.088 0.189 0.005 0.052 0.150 0.022 0.256
D (A1) 883.5 880.63 3.794 0.184 0.121 0.008 0.104 0.031 0.143 0.127 0.062 0.068 0.151
E 887.0 -
F 893.0 Double shake-up
1s−2

N (DFT) - 886.61
1s−2

N (HF) - 887.84

TABLE II: Labels (symmetry) and vertical adiabatic binding energies in eV (experimental measurements vs DFT/B3LYP and Hartree-Fock
(HF) calculated values) of the 1s−2V final states associated with main bands observed in the C-1s−2V spectrum; square root of the mean
square radius (in Å) from carbon (CH3) atom bonded to hydrogens and carbon bonded to nitrogen in acetonitrile; Löwdin atomic populations
(converted in a five d orbitals scheme) of the outermost singly occupied molecular orbital in each 1s−2V final state

Band 1s−2V 1s−2V
√

(< r2 >) N CCH3 CCN H
(Expt.) (Calc.) s p d s p d s p d

C∗H3CN
B (A1) 641.4 640.05 1.909 0.041 0.047 0.009 0.375 0.006 0.002 0.096 0.049 0.039 0.335
C (A1) 641.4 640.73 1.562 0.061 0.073 0.009 0.040 0.217 0.123 0.159 0.159 0.094 0.064
F (A1) 648.1 646.134 3.787 0.110 0.031 0.016 0.332 0.011 0.02 0.196 0.027 0.023 0.255
1s−2

CH3
- 652.37

1s−2
CH3

(HF) - 654.04

CH3C∗N
A (E) 637.0 635.27 1.341 0.000 0.630 0.040 0.000 0.007 0.019 0.000 0.193 0.092 0.019
D (A1) 644.2 642.64 1.903 0.084 0.038 0.001 0.164 0.245 0.050 0.099 0.028 0.144 0.142
E (A1) 645.9 644.15 2.474 0.148 0.023 0.001 0.154 0.077 0.060 0.241 0.016 0.038 0.234
1s−2

CN - 653.03
1s−2

CN(HF) - 654.90

described in detail in Ref. [8]. Useful monoelectronic (dipole
and monopole terms) integrals were calculated thanks to an
adaptation of the static-exchange (STEX-HF) approximation
technique (see Ref. [8] and references therein) combined to
a Stieljes imaging [29, 30] technique as described in Ref.
[31] which converts the discrete lines into a continuum for
the ejected photoelectron. The part of the wavefunction re-
lated to the remaining (N-1) electrons in the initial (neutral
ground state) and 1s−2V final states was described at a Post
Hartree-Fock Configuration Interaction (CI) level of theory
with a home-made CI-code. For each case (nitrogen or carbon
atomic center) where the 1s−2V process takes place, we used a
different but unique for each one set of restricted Hartree-Fock
(RHF) orthogonal molecular orbitals (MOs) optimized here
for the doubly core-ionized 1s−2 molecular ions to describe
the neutral initial ground state and final states simultaneously.
An aug-cc-pVQZ basis set limited to d orbitals but augmented
by additional (2s,2p,1d) diffuse orbitals (174 Cartesian Gaus-
sian basis functions) [32] was used in order to describe better
the Rydberg energy region.

Due to the large number of 16 active electrons, for both
the initial (ground state) and final 1s−2V states the CI wave
functions were expanded over single and double valence ex-
citations. For each atomic center (N or C), the active space
includes the inner shell of interest, the 9 outermost doubly oc-
cupied valence orbitals and a set of unoccupied virtual orbitals
for single and double excitations respectively (CI: virtual or-
bitals =163(S), 90(D)). It is important to emphasize here that
for description of the direct path in 1s−2V, single core exci-
tations that have minor weights in the initial ground state,
are the only ones likely to produce non zero direct contri-
butions. The 1s−2V theoretical profile has been convoluted
with a Lorentzian and the double core hole lifetime (Γ1s−2

)
fixed at Γ1s−2

N =3×Γ1s−1

N ≈390 meV and Γ1s−2

C = 3 × Γ1s−1

C ≈300
meV, where the SCH lifetimes were taken from Ref. [33], and
a Gaussian of 0.6 eV full width at half maximum (FWHM)
to simulate the effect of experimental resolution. The influ-
ence of the nuclear dynamics on the lineshapes has been ne-
glected in the present calculations of the 1s−2V states. A
justification for the factor of 3 multiplying the SCH life-
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times can be found in Refs. [6, 34]. In order to estimate
with accuracy the absolute energy positions of the most im-
portant bands in 1s−2V spectra as well as the N, CCN and
CCH3 DCH ionization energies, Density Functional Theory
(DFT) calculations have been performed using the Becke
three-parameter hybrid exchange [35] and the Lee-Yang-Parr
gradient-corrected correlation functional [36] (B3LYP) as im-
plemented in GAMESS(US) [37]. A larger aug-cc-pCVQZ
basis sets augmented by additional (2s,2p,1d) diffuse orbitals
(300 Cartesian Gaussian basis functions) was used [38].

The results of our calculations are summarized in Tables
I and II, where the symmetry of the final states, along with
the experimental and theoretical values of binding energy, the
square root of mean radius and Löwdin populations can be
found.

IV. RESULTS AND DISCUSSION

The interpretation of the experimental spectra is primarily
based on the results of the ab initio quantum chemical calcula-
tions described in the previous section. To begin with, we note
that, due to the nature of the transition in terms of the direct
or conjugate pathway, simple arguments can be related to the
symmetry of the final states reached. In particular, a monopo-
lar transition within the direct path will be characterised by
integrals of the form 〈 f |i〉, where |i〉 describes the initial 1s
orbital and | f 〉 the occupied final state orbital. This overlap
integral will be non-zero only if | f 〉 and |i〉 are of the same
symmetry. I.e. within the C3v point group, direct transitions
will lead to final states of the form 1s−2na1, as the symmetry
of the initial 1s orbital is of a1 symmetry.

Similarly, regarding the conjugate path, the dipolar excita-
tion can be described by an integral of the form 〈 f |D |i〉, with
D representing the electric dipole moment operator. Again,
because of a1 being the symmetry of the 1s orbital and by
considering the products of the form 〈 f |Di |a1〉, with f rep-
resenting all the possible final state orbitals within the given
point group, namely a1, a2, e and Di as the coordinates of the
operator, it can be shown that only transitions to orbitals of a1
and e symmetries are allowed, whilst transitions of the form
〈a2|D |a1〉 are forbidden. Thus conjugate transitions will lead
to final states of the form 1s−2na1 and 1s−2ne, respectively.

In what follows, we will first briefly discuss the formation
of the N 1s−1 and C 1s−1 SCH states before moving onto the
formation of the ss-DCH states involving the same core levels.

A. Formation of the N and C 1s−1 states

Fig. 2 shows the N 1s−1 and C 1s−1 photoelectron spectra
of CH3CN measured using a photon energy of 2300 eV.

From the spectrum shown in Fig. 2a, the position of the
N 1s−1 SCH state in CH3CN is located at � 405.6 eV and
a shake-up has been observed at � 410 eV. The value of
405.60(2) eV binding energy measured in Beach et al. [39]
was used in order to perform energy calibration of the mea-
sured photoelectron spectrum. Moreover, the spectral feature
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FIG. 2: (a) The N 1s−1 photoelectron spectrum and (b) the C 1s−1

photoelectron spectrum of CH3CN. The blue solid line through the
black data points represents the theoretical spectrum convoluted with
a Gaussian of 270 meV FWHM in order to simulate the experimental
resolution. The good agreement confirms the quality of the theoret-
ical results. Both spectra shown in (a) and (b) were measured at the
photon energy of 2300 eV.

related to the C 1s−1 states has been calibrated according to
the value of 292.98(7) eV binding energy, measured for the
CH3 carbon site in [39]. Here we have to point out that Beach
et al. report for the chemically inequivalent 1s−1

CN a binding
energy of 292.44(8) eV, i.e. a splitting of 0.54(15) eV. This
value is larger than the width (FWHM) of the C 1s−1 spectral
feature shown in Fig. 2b of about 500 meV. From this width
in combination with the assumption that both carbon atoms
possess similar intensities we can directly conclude that the
splitting has to be much smaller than the value given by Beach
et al. Actually, our theoretical results convoluted with the ex-
perimental resolution of 270 meV given in Fig. 2b show an
excellent agreement with the experimental data. These DFT
calculations including vibrational corrections, predict binding
energies of 292.874 eV and 292.879 eV for the C 1s−1

CN and
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C 1s−1
CH3

core holes, respectively, i.e. a splitting of 5 meV.
The term vibrational corrections has been used to describe the
changes in the vibrational energy levels upon ionization, re-
sulting in a different zero-point energy and subsequent shifts
of the 0→0 transition.

B. Formation of the N 1s−2V states

Fig. 3 shows an experimental satellite photoelectron spec-
trum obtained at the photon energy of 2300 eV which includes
the N 1s−2V states of CH3CN, with a direct comparison to a
calculated spectrum of this binding energy region.

Five distinct structures are clearly discernible in the exper-
imental spectrum, in particular three fairly sharp structures
which are observed below the N 1s−2 DIP, calculated in the
present work to be at 886.61 eV, and two comparatively broad
structures which are observed above this threshold. Apart
from that, a substantial increase in intensity is apparent close
to threshold, reflecting a background, which can be modelled
by an arctan function [5, 9]. Without going into great details,
from a physical point of view this background is likely to be
caused both by transitions to Rydberg states which are very
close in energy and hence are difficult to be resolved, as well
as excitations to the continuum, i.e. double ionization of the
molecule with the ejection of two photoelectrons which can
share the available excess energy arbitrarily. The inflection
point of this background is expected close to threshold, where
the density of the Rydberg states becomes significant. A more
detailed description of the origin of this kind of background
and its mathematical form can be found in Ref. [40].

Regarding the three peak structures below threshold, the
first of them, labeled A, is found to be located at the binding
energy � 872.5 eV. According to our calculations, this fea-
ture is solely due to the conjugate path and corresponds to a
transition to the lowest unoccupied molecular orbital (LUMO)
of either π∗ symmetry if its formation is considered to involve
primarily the nitrogen and its neighbouring carbon atom, or of
e symmetry if the symmetry group of the complete molecule
is taken into account. Thus this structure can be assigned as
a 1s−2π∗CN(e). Its term value (TV) is � 15 eV, which is more
than twice the TV of the associated 1s−1π∗CN transition, of 5.7
eV, where the latter is based on an estimate from the N 1s−1 in-
ner shell electron energy loss spectrum (ISEELS) of CH3CN
obtained by Hitchcock et al. [41].

The second structure, labelled B, is observed at the bind-
ing energy of � 878.5 eV. It involves both the conjugate and
the direct path, with the latter being dominant as suggested by
our numerical investigations. According to our calculations,
it involves a transition to a molecular orbital of σ∗ symmetry
if its formation is considered to involve primarily the nitrogen
and the two carbon atoms. By taking the full molecular sym-
metry into account we arrive at 1s−2σ∗CCN(a1). The fact that
this peak structure has been recorded below threshold is of
particular interest, as its associated structure in SCH studies
has been observed well above threshold in the ISEELS spec-
tra [41] and it is referred as the shape resonance. A detailed
description of shape resonances has been given by Piancastelli

et al. [42, 43]. The TV of this DCH feature is � 9 eV suggest-
ing a shift of � 26 eV in comparison to the TV of -16.9 eV
for the associated N 1s−1σ∗CN feature extracted from the work
of Hitchcock et al. [41]. A similar behaviour for excitations
of this kind was already observed in the works of Feifel et al.
and Carniato et el. [8, 16]. This substantial shift in energy
can be explained by the increased nuclear charge felt by the
excited electron in the presence of a double 1s vacancy.

Before moving onto the discussion of the third, compara-
tively strong peak structure, labelled C, we note that our cal-
culations suggest an additional weak structure labelled a’ to
be present at � 880.8 eV binding energy which seems to be
of pure conjugate character. According to our calculations it
can be understood in terms of an excitation to a molecular or-
bital of σ∗ symmetry, if its formation is assumed to primarily
involve the two carbons, or in terms of a 1s−2σ∗CC(a1) transi-
tion, if the symmetry group of the complete molecule is taken
into account. We note that, since we probe the nitrogen site,
this feature is expected to be relatively weak and hence more
difficult to be discerned in the experimental spectrum in com-
parison to, for instance, feature C which is clearly observed
in the experimental spectrum at the binding energy of � 882.2
eV. Again, making use of our calculations, feature C, having
an a1 symmetry, is suggested to be of pure direct nature. On
the high binding energy side, feature C is accompanied by an-
other less intense, comparatively broad structure labelled D,
experimentally located at � 883.7 eV binding energy. This
feature is also of direct nature, but has also a small conju-
gate character as suggested by our theoretical spectrum. We
note that though the states labelled C and D are highly ex-
cited and should correspond to ordinary Rydberg states, our
calculations indicate that their valence character is non negli-
gible, and therefore they should not be considered as regular
atomic-like Rydberg states.

Regarding the two broad structures found close to and
above the theoretical core DIP, the first of them is labelled E
and located at the binding energy of � 887 eV. This peak con-
sists of a number of different transitions for which the most
important final state orbitals, being of a1 symmetry, are de-
picted in Fig. 3. Though the electron localization of these or-
bitals substantially exceeds the molecular skeleton, they still
have a significant valence character and cannot be considered
regular Rydberg states. Most of these highly excited states are
located above the N 1s−2 DIP are probably dissociative and
therefore are broad and can not be resolved individually. Con-
cerning the last, comparatively intense structure observed in
the experimental spectrum at � 893 eV binding energy, our
calculations suggest to associate it with the transitions which
give rise to region F of the theoretical spectrum, consisting of
double shake-up transitions, where the ejection of the photo-
electron is accompanied by the simultaneous excitation of two
electrons to one or two different unoccupied valence orbitals.
For the details of the assignment, see Fig. 3.
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FIG. 3: The experimental satellite photoelectron spectrum, recorded at hν = 2300 eV, showing the formation of N 1s−2V DCH pre-edge states
(black line), along with the theoretical spectrum showing the direct (red) and conjugate (green) nature of each transition, as well as the shapes
of the MOs of the final states. Peak F consists of several double shake-up transitions. In the assigning of the double shake-up states of peak
F, σB refers to the σ∗CCN orbital labelled B and σC to the a1 type orbital labelled C. The theoretical spectrum has been shifted ∼ 2.5 eV towards
higher binding energies in order for a clearer comparison between experiment and theory and presentation of our results.

C. Formation of the C 1s−2V states

Fig. 4 displays an experimental spectrum of acetonitrile in
comparison to a numerical spectrum calculated for the same
binding energy, which focusses on a region where ss-DCH
pre-edge states involving the two chemically inequivalent C1s
core levels are expected. Seven intense, sharp peak structures
are observed in the experimental spectrum and are very well
reproduced by our numerically calculated spectrum.

Before going into details of the interpretation of these peak
structures, it should be noted that in the present case hardly
any background is discernible in the experimental spectrum,
in contrast to what was observed for the N 1s−2V case dis-
cussed above. This qualitative difference is reminiscent of
what was reported before in the DCH pre-edge study of SF6 of
Feifel et al. [8], where in the case of the F 1s−2V spectrum a
substantial background, which could be modelled by an arctan
function, was present, while in the case of the S 1s−2V spec-

trum, hardly any background was observed. The reason for
this type of background being present in some cases while not
in others remains a matter of further investigations.

Based on our calculations, the sharp structures can be iden-
tified and assigned in terms of DCH pre-edge states involving
the CN and CH3 sites of acetonitrile. In particular, the first
feature, located in the experimental spectrum at the binding
energy of � 637 eV and labelled A, is associated with the for-
mation of a double core vacancy on the CN site. We assign
it to 1s−2π∗CN(e) transitions. As we discussed before this kind
of transition involves the conjugate channel. From the cal-
culated position of the 1s−2

CN threshold at 653.03 eV, the TV
for this transition is estimated to be 16.03 eV, which is � 2.9
times the TV, of 5.5 eV, obtained for the associated 1s−1π∗CN
transition observed by Hitchcock et al. [41].

The second structure located at the binding energy of �
641.5 eV is found to comprise two different peaks, which
correspond to features B and C of the theoretical spectrum,
both of which have a direct and a conjugate nature with the
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FIG. 4: Experimental satellite photoelectron spectrum, showing the
formation of C 1s−2V DCH states, recorded at hν = 2300 eV (black
line), along with the theoretical spectrum showing the formation of
C∗N 1s−2V DCH states (light green line) and C∗H3 1s−2V DCH states
(blue line). The direct and conjugate character of each transition
is also depicted in red and green respectively. Finally the MOs of
the final states can also be seen. The theoretical spectrum has been
shifted∼ 1.5 eV towards higher binding energies in order for a clearer
comparison between experiment and theory and presentation of our
results.

former being dominant. In particular, based on our calcula-
tions, feature B is related to the formation of a C 1s−2(a1)
state. Furthermore, feature C is related to a final state reached
by a transition of the 1s−2

CH3
σ∗CC(a1) type. From the calculated

1s−2
CH3

threshold at 652.37 eV and the peak position, the TV of
this transition is estimated to be 10.87 eV which is � 5 times
the TV of the associated single core hole 1s−1

CH3
σ∗CC transition

[41]. As mentioned above, the increased TVs are due to the
high charge seen by the excited electron .

The next sharp structure experimentally observed at the
binding energy of � 644.5 eV is associated with feature D of
the theoretical spectrum. Accordingly, we propose to assign it
to a 1s−2

CNσ
∗
CCN(a1) transition, which corresponds to the shape

resonance in the SCH case. In contrast to the SCH case, the
present feature is observed below threshold akin to the N1s
case discussed above. In addition, according to theory the
direct and conjugate pathways are likely to interfere for this
transition, with the direct channel being again most intense.
The TV of this state is estimated to be about 8.53 eV, which
suggests a shift of 24.03 in comparison to the TV of the as-
sociated SCH state of -15.5 eV based on estimates from the
work of Hitchcock et al. [41].

For the three remaining sharp features, labeled in the spec-
trum E, F, and G, an assignment in terms of its properties, like
e.g. the bond character or valence/Rydberg character, is not
possible. Therefore, the assignment is restricted to the carbon
atom where the DCH is created and to the symmetry charac-
ter of the excited state orbital. Peak E at a binding energy of
� 646 eV can be assigned to a C 1s−2

CH3
(a1) state while peak F

at � 648 eV is due to a C 1s−2
CN(a1) state. Finally, peak G at a

binding energy of � 652.5 eV consists of one C 1s−2
CH3

(a1) and

one C 1s−2
CN(a1) state. In case of peak F, the excited electron is

mainly localized close to the atoms of the molecule, whereas
for the other states under discussion the excited electron is
partially localized far away from the molecular skeleton, i.e.
the states have some Rydberg character. The population of
these states is mainly caused by the direct shake-up channel.

Finally, from Fig. 4 the enhanced sensitivity of the 1s−2V
spectroscopy in probing the environment of an atom in a
molecule becomes apparent, as the transitions involving the
1s shells of CCN and CCH3 atoms are well separated. Never-
theless, caution should be exercised, as contrary to the 1s−1

or 1s−2 states, where the influence of the populated orbitals is
reflected in the values of the single and double core-ionization
potentials, in 1s−2V measurements is the influence of the
unoccupied orbitals, which causes the enhanced sensitivity.
Measuring the DIP of the C 1s−11s−1 ts-DCH states of the
molecule would allow one to clearly distinguish the two non-
equivalent carbon atoms, but this is not possible using our
technique. As for C(1s−1)N(1s−1)V ts-DCH, in the present
case it was a too weak channel to be clearly identified. How-
ever, the formation of ts-DCH pre-edge states of the form
1s−11s−1V has been observed for related systems and is the
subject of a forthcoming publication.

D. Wagner plot and chemical shifts

There are two main effects which cause a change in the
core-electron binding energy, i.e. a chemical shift. The first
effect is the initial-state shift caused by the charge polariza-
tion due to the chemical environment. The second effect is
the final-state-relaxation shift, in which the polarizability of
the ligands leads to different screening contributions of the
core-hole energy. A separation of these two effects is of high
interest since it gives e.g. inside into chemical reactivity, as
has been shown in SCH studies performed by Sæthre et al.
[44] and by Thomas et al. [45].

In the following we shall use the theoretical ionization po-
tentials to investigate these contributions since the performed
experiments clearly validate the high accuracy of the present
calculations. In our argumentation, including the presentation
of Eqn. 1 to 3, we follow Refs. [20] and [50]. A similar ap-
proach like the one here has also been followed in Ref. [11].
The single ionization potential IP of a 1s−1 core hole can be
written as:

IP(1s−1) = −ε(1s−1) − RC(1s−1), (1)

with ε(1s−1) being the orbital energy and RC(1s−1) the relax-
ation and correlation energy due to the creation of the 1s−1

core hole. However, in case of a chemical shift between two
inequivalent carbon atoms, like in acetonitrile, the two contri-
butions of the two individual terms cannot be determined. The
separation of these contributions is an application of the DCH
states. In previous works on SCH states [44, 45] states, initial
and final state effects could be corroborated only with the aid
of ab initio quantum chemical calculations. By knowing the
binding energies associated with the formation of SCH and
DCH states, a separation between initial and final state effects
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TABLE III: Summary of the theoretical ionization energies of the singly and doubly ionized states. Presented are the ionization energies
obtained from the ∆SCF-HF and the ∆SCF-DFT calculations as well as the orbital energies ε and the coulomb repulsion RE(1s−2) between
the two 1s core holes. From these values the relaxation energies R(1s−1), the relaxation and correlation energies RC(1s−1), and the correlation
energies C(1s−1) for the single core-hole states, as well as the relaxation energies R(1s−2), the relaxation and correlation energies RC(1s−2), and
the correlation energies C(1s−2), the non-additive excess relaxation energies ER(1s−2), excess relaxation and correlation energies ERC(1s−2),
and excess correlation energies EC(1s−2) for the double core-hole states are given. All values are given in eV.

SCH ∆SCF-HF ∆SCF-DFT ∆SCF-DFT(vib. cor.) ε R(1s−1) RC(1s−1) C(1s−1)

C 1s−1
CH3

292.88 292.76 292.879 −307.11 14.23 14.35 0.12

C 1s−1
CN 292.99 292.81 292.874 −306.87 13.88 14.06 0.18

N 1s−1 405.29 405.29 - −423.64 18.35 18.35 0.00

DCH RE(1s−2) R(1s−2) RC(1s−2) C(1s−2) ER(1s−2) ERC(1s−2) EC(1s−2)

C 1s−2
CH3

654.04 652.37 - 96.26 56.44 58.11 1.67 27.98 29.41 1.43

C 1s−2
CN 654.90 653.03 - 96.26 55.10 56.97 1.87 27.34 28.85 1.51

N 1s−2 887.84 886.61 - 113.25 72.69 73.92 1.23 35.99 37.22 1.23

can in principle be achieved, through a purely experimental
approach. For this, the 1s−2 double ionization potential DIP
has to be written as:

DIP(1s−2) = −2 · ε(1s−1) − 2 · RC(1s−1)
−ERC(1s−2) + RE(1s−2), (2)

where RE(1s−2) is the Coulomb repulsion and ERC(1s−2)
the excess generalized relaxation energy which represents the
non-additive contribution in the DCH relaxation energy. The
contributions of the relaxation and correlation effects can be
summarized to:

RC(1s−2) = ERC(1s−2) + 2RC(1s−1). (3)

Moreover, for each RC-quantity the relaxation and corre-
lation contributions can be separated, i.e. RC = R + C. It is
generally assumed and fully confirmed by the present calcu-
lations that the correlation effects are much smaller than the
relaxation effects. As a result Eq. 3 can be approximated
by R(1s−2) = ER(1s−2) + 2R(1s−1). As it has been shown
from second-order perturbation theory [17, 20], ER(1s−2) =

2R(1s−1) and, as a consequence, R(1s−2) =4R(1s−1) can be
derived. With these equations and a calculated value for the
Coulomb repulsion RE(1s−2), which is an atomic quantity and
completely independent from the molecular surrounding, one
can reconstruct the initial and final state contribution of the
chemical shift.

For the core holes of the two inequivalent carbon atoms the
differences of the orbital energies ∆ε and the relaxation ener-
gies ∆R can be visualized by a Wagner plot, initially discussed
by T.D. Thomas [46], and used also by Kryzhevoi et al. [47]
to visualize interatomic relaxation effects in chain molecules
upon double core ionization. As it can be seen from Fig. 5,
in order to draw such a plot only two quantities are necessary,
namely the DIP and IP, which can both be measured exper-
imentally. From Eqn 1 to 3, it can be shown that along the

blue solid lines, having a slope equal to 3, the orbital energy ε
is constant while along the black dashed lines, having a slope
equal to 1, the relaxation energy R is constant. In the follow-
ing we use the Wagner plot to visualize the influence of the
different approximations on the quantities of interest, namely
∆ε = ε(1sCH3 )− ε(1sCN) and ∆R = R(1sCH3 )− R(1sCN). Based
on the ∆SCF-HF calculation presented in Table III the exact
values are ∆ε = −0.24 eV and ∆R = 0.35 eV. The values of
∆ε and ∆RC along the blue and black dashed lines have been

292.70292.75292.80292.85292.90292.95293.00293.05

IP (eV)

359.5

360.0

360.5

361.0

361.5

362.0

D
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-I
P

(e
V

)

∆ǫ =
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∆ǫ =
−0.3
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−0.6
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−0.9
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∆RC = 0.2

∆RC = 0.4

∆RC = 0.6

∆RC = 0.8
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FIG. 5: All points in green refer to the CN carbon atom, whilst points
in red refer to CH3 carbon atom. The crosses indicate the values ob-
tained based on the ∆SCF-HF calculations and the circles those based
on the ∆SCF-DFT calculations. The calculated values for ε, R(1s−1),
R(1s−2), as well as R(1s−2) =4R(1s−1) are indicated by triangles. For
the values presented by squares, calculated vibrational corrections
have been taken into account for the core-ionized states, whilst for
the DCH states the vibrational corrections were estimated.
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set accordingly, in order to illustrate the different values of
the orbital energy and the relaxation energy for the two car-
bon atoms, with respect to the (IP, DIP-IP) points given from
theory.

The results for both carbon atoms based on the IP and the
DIP calculated with the ∆SCF-HF calculations are indicated
with a cross and ∆ε(HF) = −0.21 eV and ∆R(HF) = 0.32 eV
are obtained. The differences to the exact values given above
are due to the fact that R(1s−2)/R(1s−1) is 3.97 for both CH3
and CN and 3.96 for the N case, which differs slightly from
the theoretical value of 4 obtained from second-order pertur-
bation theory [17, 20]. To visualize the influence of this devi-
ation, we also calculated the DIP from DIP = −2ε − 4R(1s−1)
+ RE(1s−2); the obtained positions in the Wagner plot are in-
dicated by triangles and show a shift to higher DIP-IP val-
ues. The positions in the Wagner plot based on the ∆SCF-
DFT calculations are shown with circles. From these values
∆ε(DFT) = −0.23 eV and ∆R(DFT) = 0.28 eV are derived.
The result for ∆ε(DFT) is very close to the exact value of
−0.24 eV, which is due to the fact that for both carbon atoms
R(1s−2)/R(1s−1) is also very close to 4.

Although we have not determined experimental values for
the DIP of CH3CN, we finally shall discuss the fully exper-
imental approach, i.e. deriving ∆ε and ∆R based on mea-
sured IP and DIP. In that case vibrational progression has to
be taken into account, i.e. the difference of the vibrational
zero point energy in the electronic ground and the electronic
excited state has to be considered. This value can be different
for the inequivalent core holes, as can be seen by the present
calculations, since the vibrationally corrected DFT ionization
potential of 1s−1

CH3
core-hole state is with 292.879 eV by 119

meV higher than the uncorrected value. For the 1s−1
CN core-

hole state the corrected value of 292.874 eV is higher only
by 64 meV. Since the vibrational energies and as a result the
zero-point energies can both increase and decrease on core
ionization (see e.g. CO ground state: ~ω = 269.0 meV [48], C
1s−1 state: ~ω = 308.7.0 meV [49], O 1s−1 state: ~ω = 230.8
meV [49]) it is not possible to give a simple estimate for this
effect for the double ionization. Because of this we simply
assume for the difference of the zero point energy between
the singly core-ionized and the doubly core-ionized state the
same absolute value, but with variable size, i.e. between −119
meV and 119 meV for 1sCH3 and −64 meV and 64 meV for
1sCN. The obtained position in the Wagner plot based on the
values −119 meV and −64 meV, i.e. by a decrease that fully
compensates the first step, are indicated with squares. Gener-
ally, the positions in the Wagner plot (not shown here) depend
on the exact values chosen for the changes in the zero-point
energy, thus we get ∆ε(DFT(vib)) = −0.22 to −0.40 eV and
∆R(DFT(vib)) = 0.22 to 0.40 eV, i.e. values that differ by
−0.08 ± 0.09 eV and 0.03 ± 0.09 eV from the DFT-values
without vibrational corrections.

In summary we conclude that the measured values for the
IP and the DIP can cause errors in ∆ε and ∆R, which can be
up to 0.2 eV, due to the influence of the vibrational degrees
of freedom. For many molecules these estimated systematic
errors are small compared to the obtained values, see e.g. [20,
50, 51]. However, in the present case such systematic errors

are a significant fraction of the obtained results, due to the
small differences in the inequivalent ionization energies. The
different approaches provide various values for ∆ε and ∆R,
which are all relatively close to each other, i.e. ∆ε � −0.2 eV
and ∆R� 0.3 eV. We shall now discuss these values.

The fact that the negative orbital energy of the CCH3 atom
is higher than the one for the CCN atom means that the elec-
tron density is lower at the CCH3 carbon side. This is sur-
prising in the first moment since the CCH3 atom is bonded to
three hydrogen atoms, which have a lower electronegativity
and are, therefore, electron donating. In contrast to this, nitro-
gen has a higher electronegativity and is electron accepting,
thus one would expect a shift of the electron cloud towards
the N atom, causing a decrease of the electron density at the
CCN side. However, the C-N bond distance is very short, due
to the triple-bond character, which in turn increases the charge
density at the CCN side. The higher relaxation energy for an
ionization at the carbon bonded to the hydrogen atoms is due
to a higher polarizability of the surrounding so that electrons
can move more easily towards the carbon atom to screen the
created 1s−1

CH3
core hole.

V. CONCLUSION

Photoelectron satellite spectra reflecting the formation of
ss-DCH pre-edge states involving the N 1s−2 and C 1s−2

core levels of acetonitrile have been presented and interpreted
based on ab initio quantum chemical calculations, taking into
account the direct and conjugate nature of this kind of elec-
tronic states. Both in the nitrogen and carbon spectra stud-
ied, DCH transitions, corresponding to well-known shape res-
onance features in the SCH case, were found to be located be-
low the DCH ionisation thresholds. Furthermore, a systematic
increase of the term value of this kind of DCH states in com-
parison to their corresponding SCH states was found. Both
aspects are suggested to be related to a strong attractive field
created by the double core vacancies. Moreover, N 1s−1 and C
1s−1 photoelectron spectra are reported. The C 1s−1 is in line
with the theoretically predicted spectrum and reveals a small
splitting between the inequivalent core holes. From the the-
oretical values of the single and double ionization potentials,
the initial and final state effects contributing to the chemical
shift have been investigated.
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