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We study experimentally and numerically the motion of a self-phoretic active particle in two-dimensional
loosely packed colloidal crystals at fluid interfaces. Two scenarios emerge depending on the interactions
between the active particle and the lattice: the active particle either navigates throughout the crystal as an
interstitial or is part of the lattice and behaves as an active atom. Active interstitials undergo a run-and-tumble-
like motion, with the passive colloids of the crystal acting as tumbling sites. Instead, active atoms exhibit an
intermittent motion, stemming from the interplay between the periodic potential landscape of the passive
crystal and the particle’s self-propulsion. Our results constitute the first step towards the realization of non-
close-packed crystalline phases with internal activity.
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Synthetic active particles, including phoretic micro-
swimmers powered by local chemical [1], thermal [2],
and ionic gradients [3], interact with obstacles differently
than Brownian particles [4]. Pillars (or large passive
spheres) can, for example, steer or trap active particles
as a result of short-range interactions [5–7]. Self-propelling
particles confined in semidilute colloidal suspensions
have also unveiled a wealth of new physics: active colloids
can exert an effective pressure [8,9] that promotes local
compression and melting of clusters [10] as well as the
segregation of active and passive species [11].
Understanding how self-propelled constituents affect even
denser structures, e.g., crystals or glasses, may pave the
way for the fabrication of new phases of matter. Recent
numerical simulations showed, for instance, that the pres-
ence of excited particles drastically alters the topological
features in crystalline structures [12,13] and introduces
novel dynamic properties in arrested glassy phases [14,15].
Despite this growing interest, experiments aimed at study-
ing the motion of active particles in dense crystals or
glasses are lagging significantly behind simulations, mainly
because single-particle activity is strongly weakened in
closed-packed active suspensions, where neighboring col-
loids screen the phoretic gradients responsible for self-
propulsion [16–18]. Consequently, experimental studies of
active crystals and glasses have been so far limited to dry
granular suspensions of macroscopic particles [19].
Here, we study the motion of active Janus colloidal

particles within loosely packed crystalline monolayers
formed by spreading passive (Brownian) charged colloids
at a flat water-oil interface [20], which enables us to avoid
the reduction of activity happening in close-packed sam-
ples. In fact, long-ranged repulsive electrostatic dipolar
forces at the interface [21] give rise to 2D crystalline arrays

with lattice spacings significantly larger than the particle
diameter. Self-propelling Janus colloids show a varying
degree of electrostatic coupling to these lattices, and behave
either as active interstitials or as active atoms. For weak
coupling, active interstitials can be viewed as self-propelling
particles navigating within an array of spherical obstacles,
i.e., the passive colloids. Although the full microscopic
details of the interactions at short range are still to be
disclosed, the obstacles can reorient the active trajectories in
a run-and-tumble-like fashion. For large coupling, active
atoms are effectively part of the crystal and self-propel while
keeping a large distance (of the order of the lattice constant)
from their neighbors. These types of particles are promising
building blocks for the fabrication and study of 2D active
crystals and glasses. These two scenarios depend on the
orientation of the Janus colloids relative to the interface [22],
irrespective of the magnitude of the swimming velocity.
We perform our experiments at a flat water-hexadecane

interface [23]. Fluorescent polystyrene particles (PS,
Microparticles GmbH) with a radius of R ¼ 1.4 μm are
placed at the interface via injection of a 1∶1 water-
isopropyl alcohol spreading solution [22]. A small amount
(≈1%) of the particles have one hemisphere coated by
sputtering with a 2 nm layer of Pt, which acts as a catalyst
and triggers the decomposition of H2O2 in the aqueous
phase, thus leading to active motion where both translation
and rotation occur within the two-dimensional (2D) xy
plane of the interface [22,30]. The use of nonstabilized
H2O2 and the roughness of the sputtered coatings promote
swimming velocities that are approximately one order of
magnitude larger than the values reported in the literature
for catalytic microswimmers (values are compared for
colloids swimming on a solid substrate [23]). After spread-
ing, passive PS particles self-assemble at the interface into
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loosely packed crystalline monolayers (Video S1 [23]) due
to dipolar, pair-additive, repulsive forces with a potential
Upp=ðkBTÞ ¼ appr−3, which stems from asymmetric
charge effects across the interface [20,31]. The lattice
constant L is determined by the amount of spread particles.
At a given center-to-center distance r, the dipole magnitude
depends on the surface charge and the contact angle
(θp ¼ 123°� 8° [22]) of the passive particle pairs [31].
Upon exposure to the H2O2-rich aqueous phase, the

Pt-coated PS particles swim with a velocity V0 (free
swimming velocity, i.e., in the absence of the lattice),
which, for a given H2O2 concentration, crucially depends
on the orientation of the Pt-coated hemisphere with respect
to the interface plane, as we have shown in our previous
work [22]. Two predominant configurations, distinguish-
able by the particle brightness in fluorescence micros-
copy, are found: particles either have the Pt cap mostly
wetted by the oil phase [active interstitials, Fig. 1(a)] or
by the water phase [active atoms, Fig. 1(b)] [22]. The
former configuration is typically 5–10 times faster than
the latter [22]. In the crystal, these active particles show
similar contact angles (θa ¼ 104°� 10° [22]) as the
passive ones, but, because of the uncharged Pt cap, their
orientation strongly affects the interactions with the
surrounding passive colloids. The dipolar interaction
with the particles in the lattice will therefore have a form
Upa ¼ cUpp, where c is an orientation-dependent cou-
pling parameter. Active interstitials [Fig. 1(a)] are char-
acterized by a weak coupling and navigate through the
crystal [blue trajectory in Fig. 1(c) and Video S2 [23] ]
without perturbing it, as shown by the trajectories of the
neighboring passive colloids (black). Instead, active
atoms [Fig. 1(b)] interact strongly with the crystal and
their active motion [red trajectory in Fig. 1(d) and
Video S3 [23] ] leads to a localized structural response
of the monolayer [black trajectories in Fig. 1(d)].
Our understanding of the experiments is verified by a

minimalistic numerical model based on Brownian dynam-
ics simulations of the passive and active microspheres
(R ¼ 1.4 μm) [23,32]. The amplitude of the dipolar inter-
actions app ¼ 5 × 10−13 m3 is chosen in agreement with
previous literature [21] and a short-range effective torque is
added to reorient the active particle when the center-to-
center distance with a passive is smaller than 4R [23,33]
(see discussion in the following paragraph). After equili-
bration of the lattice, we provide one microparticle with a
coupling c and free swimming velocity, which is chosen to
match the experimental V0, measured in [22]. Simulations
at low coupling [c ¼ 0.001, Fig. 1(e) and Video S4 [23] ]
reproduce the dynamics of active interstitials, whereas
simulations at high coupling [c ¼ 1, Fig. 1(f) and
Video S5 [23] ] exhibit features that are consistent with
the dynamics of active atoms [Fig. 1(b)]. Quantitative
agreement is also found for the velocity [Fig 1(g)] and
nearest-neighbor distance distributions [Fig. 1(h)], for

which direct contact is only achieved at low coupling [blue
data in Fig. 1(h)].
We first focus on the behavior of the active interstitials.

Figures 2(a)–2(f) show three experimental [Figs. 2(a)–2(c),
Videos S6–S8 [23] ] and numerical [Figs. 2(d)–2(f)]
trajectories of active interstitials inside 2D crystals with

FIG. 1. Active particles in a loosely packed colloidal crystal
with lattice constant L. (a),(b) Interactions between active and
passive particles at the water-oil interface: (a) active interstitial
and (b) active atom. The orange arrows sketch the magnitude of
the dipolar coupling. (c),(d) Experimental trajectories and (e),(f)
corresponding numerical simulations. Blue, active interstitial.
Red, active atom. Black, passive colloids. The color gradients
represent time from t ¼ 0 s (green-yellow-gray) to t ¼ 30 s
(blue-red-black). L ¼ 10R, V0 ¼ 38 μm=s (active interstitials,
coupling c ¼ 0.001) and V0 ¼ 6 μm=s (active atoms, coupling
c ¼ 1). (g) Velocity and (h) normalized nearest-neighbor distance
(center-to-center) probability distributions for the trajectories
shown in (c), (d), (e), and (f). Solid histograms, experiments.
Transparent histograms, simulations. The dashed line in (h) marks
the experimental lattice constant. Experiments are made at
½H2O2� ¼ 3% and images are recorded at 10 fps.
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decreasing lattice constant (L ¼ 22R, 16R, and 10R). In all
cases, the passive monolayer acts as a pinball machine: the
active interstitial swims along straight paths with large
persistence [22,30] and reorients abruptly when it is in
the proximity of a passive colloid by orbiting around it. In
fact, when the microswimmer approaches a passive particle
[Fig. 2(g) and Video S9 [23] ], its direction of motion (blue
arrow) changes from that observed before the collision and

no longer corresponds to the 2D projection of the particle
asymmetry [green arrow, note that in 2(g) a 20 nm Pt layer
is used to visualize the cap and this choice leads to a
metastable tilted orientation [23,34] ]. Eventually, the
microswimmer escapes the passive obstacle in a random
direction [23]. This scattering event randomizes the active-
motion direction by enforcing a reorientation of the
velocity vector. The orbiting of active particles around
large circular obstacles has been observed in other recent
works [5–7] and has been ascribed to hydrodynamic
coupling or to local deformations of the chemical gradient,
although other interactions (e.g., electrostatic and van der
Waals) cannot be fully neglected. In our system, there is
another possible source of transient trapping. Because of
contact line undulations, two particles confined at a fluid-
fluid interface experience reciprocal capillary attractions
whose magnitude depends on their contact angle and
surface roughness and decays as r−4 [35], thus steeper than
the dipolar repulsion (at short distances, additional terms in
the electrostatic interactions may be present [36], but do not
alter the interpretation of the data). Assuming a surface
roughness of the colloids of the order of few nm and a
coupling c ¼ 0.001, the resulting potential (sum of electro-
static repulsions and capillary attractions) close to contact is
∼50kBT [23]. These values fall within the range of effective
temperatures [37] of active colloids reported by Ginot et al.
[8]; i.e., the self-propulsion is sufficiently strong to allow the
particles to escape contact, even more so for the larger
velocities considered in our work. In our simulations, we
account for the orbiting dynamics by phenomenologically
introducing an effective torque [23,33], which is only present
when the active interstitial is at distances < 4R from a
passive sphere (additional theoretical work is needed to
clarify the microscopic physics that produce this torque).
The resulting motion of the active interstitial is determined
by the probability of collisions with a passive colloid, as
defined by the lattice constant of the crystal [Fig. 2(h)]. At
fixed ½H2O2�, the swimming velocity, evaluated as the
maximum speed in the lattice [inset to 2(h)], remains
constant and equal to the propulsion velocity measured at
pristine interfaces (dashed line). A small decrease is
observed only for the densest crystal (L ¼ 10R).
Active atoms swim at distances from the passive par-

ticles that are significantly larger than 4R [Fig. 1(h), red
data] and do not experience local trapping around the
passive spheres. Because of strong coupling, active atoms
instead feel the local electrostatic potential landscape of the
two-dimensional crystal and exhibit large velocity fluctua-
tions as they explore several unit cells [Fig. 3(a)]. In
particular, events when the active atom swaps cells are
marked by the vertical lines and correspond to the velocity
peaks. Figures 3(b)–3(d) show the Voronoi tessellation
of an image sequence taken across one of the peaks in
Fig. 3(a). The velocity of the active atom, proportional to
the length of the red arrow, increases abruptly [Fig. 3(c) and

FIG. 2. Active interstitials. (a)–(c) Experimental trajectories
of active interstitials in colloidal lattices with (a) L ¼ 22R,
(b) L¼16R, and (c) L ¼ 10R (½H2O2� ¼ 3%, V0 ¼ 38 μm=s).
The insets show the experimental absolute angular velocity jϕ0j
measured in sequential frames. When jϕ0j reaches a value greater
than 200τ−1 (horizontal black line, τ is the free rotational
diffusion time), a tumbling event is registered (see also [23]).
The color code highlights the relative particle speed. (d)–(f)
Corresponding numerical simulations obtained using c ¼ 0.001
and V0 ¼ 38 μm=s. (g) Frame sequence of an active interstitial
interacting with a passive colloid. The direction of the swimming
velocity (blue arrow) with respect to the particle orientation
(green arrow) changes when the swimmer is captured. Details of
the detection of the particle orientation are in [23]. (h) Exper-
imental (blue) and numerical (cyan) tumbling frequency plotted
as a function of the lattice constant. The inset shows that
the maximum speed corresponds to the free swimming velocity
V0 ¼ 38 μm=s (dashed horizontal line).
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Video S10 [23] ] when it points towards one of the Voronoi
vertices, leading to a sudden cell swap [Fig. 3(d)]. A further
description of the cell-swap mechanism is in [23]. At a first
glance, this scenario can be compared to driving a colloidal
particle at constant force through a 2D crystal [38], where
the velocity is affected by its direction relative to the
symmetry axes and by its local distance from the potential
minima. However, there is one fundamental difference:
active particles are capable of reorienting due to rotational
diffusion, thus spontaneously sensing their environment.
The dynamics is better understood by plotting the instanta-
neous local surrounding potential, which is depicted for
another cell swap in Figs. 3(e)–3(g): in agreement with the
Voronoi description, the swimming velocity shows maxima
when the active atom self-propels through local potential
minima [Fig. 3(f) and Video S11 [23] ].
Experimentally, while the two populations are clearly

distinguishable [Figs. 1(g)–1(h)], active atoms show a
broad range of coupling to lattice passive particles and
we are unable to know a priori the exact value of c. The
contact angle of Pt-coated particles confined at water-oil
interfaces can in fact vary up to 20° [22], which implies
uncertainties on the coupling c [23]. We, therefore, use

numerical simulations to address the full dynamical response
of the system as a function of the control parameters L, V0,
and c. We compute the mean coordination number Ncoord
[Fig. 4(a)] and the mean residual motility V=V0 [Fig. 4(b)] of
active particles that self-propel through colloidal crystalline
monolayers for 500 s. The former reveals the extent to which
self-propelling colloids belong to the hexagonal crystals
and reaches its maximum value (Ncoord ≈ 6) when highly
coupled (c → 1) and slow (V0 → 0) particles roam in dense
lattices [bottom stack in Fig. 4(a), the number of nearest
neighbors sampled during the trajectories can be temporarily
smaller or larger than six due to the variations in the local
structure, leading to a weakly velocity-dependent Ncoord
at c ¼ 1]. Larger swimming velocities locally destroy the
hexagonal structure, whereas at lower couplings the active
particles interact less with the lattice. The interplay between
the active motion and the crystalline environments becomes
weaker in sparser monolayers [top stack in Fig. 4(a)].

FIG. 3. Active atoms. (a) Time evolution of the velocity of
an active atom in a crystalline monolayer with L ¼ 10R
(½H2O2� ¼ 3%, V0 ¼ 6 μm=s). The black vertical lines mark
the times at which two (or more) nearest neighbors of the active
particle change, suggesting a cell swap. (b)–(d) Corresponding
Voronoi diagram (b) before, (c) during, and (d) after the cell swap
indicated by the black arrow in (a). (e)–(g) Potential landscape
and trajectory of the active atom (e),(f) before and (g) during the
cell swap indicated by the blue arrow in (a). The potential is
normalized by the value at the particle surface. In (b)–(g) the
length of the arrows is proportional to the particle velocity.

FIG. 4. (a),(b) Numerical color maps of (a) the coordination
number Ncoord and (b) residual motility V=V0, i.e., the mean
velocity V normalized by the mean free swimming speed V0, as a
function of V0, L, and c. The dots correspond to the simulated
values. (c) Experimental (black symbols) and numerical (blue line)
mean velocity normalized by the maximum speed in the lattice
Vmax (≈V0), plotted as a function of the coupling c. The blue band
marks the standard deviation of the numerical results. (d) Numeri-
cal data for fixed free swimming velocity (V0 ¼ 1 μm=s) and
variable L and c, revealing mobile (empty symbols) and caged
(filled symbols) states. A particle is labeled as caged if the
maximum value of its root mean square displacement is smaller
than L. The gray band highlights the transition.
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Similarly, a large loss of motility is reported in dense lattices
and for high couplings [top stack in Fig. 4(b)], whereas active
interstitials [bottomstack in Fig. 4(b), c → 0] slowdownonly
upon tumbling. A rough estimation of the experimental c can
be done bymeasuring themean distance of the active particle
from the nearest neighbor hdNNi, at fixedL andV0 (see [23]).
Figure 4(c) shows numerical (lines) and experimental (sym-
bols) data of the residual motility for L ¼ 10R: in both
instances, V=V0 decreases with c as a result of the stronger
interactions with the crystalline landscape, although the
experimental data are systematically smaller than the corre-
sponding numerical simulations because interactions near
contact and hydrodynamics are neglected in the calculations.
The results in Figs. 4(a)–4(c) are valid provided that the

active particle can explore the surrounding environment. At
small V0 and large c the active particle might be caged in
one lattice position [solid circles in Fig. 4(d), Video S12
[23] ], while remaining free to move for smaller coupling
values (empty circles), or larger V0. Remarkably, an
approximation of the swimming velocity required to avoid
caging can be obtained by comparing Stokes’ drag
Fs ∼ 6πηRV0 to the force needed to overcome the potential
barrier Fp ∼∇U=L [23].
In conclusion, we have investigated the motion of active

particles in 2D loosely packed crystals at a fluid-fluid
interface as a function of their coupling with the surround-
ing lattice. We identified two types of swimmers: active
interstitials and active atoms. The different phenomenol-
ogy depends on the orientation of the Janus colloids at the
fluid interface, which in turn determines the magnitude of
their electrostatic (dipolar) interactions, and can be
observed at any fuel concentration, although for small
½H2O2� active atoms remain caged in their lattice positions.
Hence, our results showcase the potential of fluid interfaces
to realize structures where activity and microstructure can
be decoupled. In particular, we envisage that active atoms
can be used for the fabrication of new 2D active phases
(e.g., active crystals and glasses).
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