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The fragmentation of laser heated silicon clusters was studied by time-of-flight mass spectrometry.
For Si+n (n = 5–19, 21), the lowest energy fragmentation pathways were identified as the metastable
decay channel occurring after the primary acceleration of the ions. The radiative cooling of laser
excited Si+n (n = 5–9, 11, and 13) was quantified via its quenching effect on the amount of metastable
fragmentation. The quenching varied strongly with cluster size, from no observable amount for
Si+7 to a cooling constant of 3 · 105 s−1 for Si+13. In addition, based on the observed fragmentation
channels, the ionization energies and the relative binding energies of the clusters were partially
ordered, and several ionization energies have been bracketed more precisely. C 2015 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4936917]

INTRODUCTION

For strongly bound nanoparticles and clusters, thermal
radiation can have a very strong stabilizing effect on
highly excited particles, and is potentially an important
factor in determining their abundances in non-equilibrium
production processes involving such high excitation energies.
Microsecond timescale radiative cooling has been observed
from clusters of refractory metals1–3 and fullerenes.4 Radiation
has even been measured in a number of fullerene anions,
with their relatively loosely bound excess electron, albeit
on a much longer timescale (several milliseconds).5,6 The
activation energy of the lowest energy decay channels, that
indirectly sets the upper limit of the temperature of the
particles, ranges between 2.7 eV for the electron affinity of
C60, to above 10 eV for C2 loss from the neutral C60.

Thermal radiation will tend to enhance the abundances
of the strongly radiating particle sizes at the expense of
less radiative sizes. It will therefore also seriously influence
the conclusions with respect to the stability of clusters
one draws from observations of “magic numbers” in mass
spectra. In spite of the number of materials that are
known to radiate thermally, the quantitative determination of
radiative parameters for size selected clusters has received
little attention, with the notable exception of carbon5,6

and more recently niobium.3 The question is of particular
relevance for the production of technologically interesting
size-selected clusters, because these tend to be composed
of refractory materials. Silicon clusters have relatively high
binding energies,7 around 4 eV, albeit reduced in a region
around n = 20, suggesting that radiative cooling may be
important for at least some of these particles too. In addition,
a correct assignment of the thermal radiation and lowest
energy fragmentation channels as a function of cluster size
will provide benchmark data for theoretical methods, with
repercussions for calculations also for larger systems.

Historically, silicon clusters have been studied exten-
sively, partly because of the material’s technological
applications.7–38 The study of small silicon clusters was
only made possible by the introduction of laser ablation
cluster sources. From the first observations of silicon clusters
in molecular beams,8,9 their special fragmentation behavior
attracted attention.10–12 It was shown, for instance, that Si+6 is
a favored photo-fragmentation product of small Si+n (n ≤ 12)
clusters,11 that Si+n (n = 12–30) clusters give daughter ions
of about one half to two thirds of the original size, and that
larger clusters suffer extensive fragmentation to yield charged
fragments composed of 6–11 atoms.18 Bulk silicon, in contrast,
evaporates monomers: 90% of silicon gas is atomic.13

The nature of the fragmentation pattern of silicon
clusters was surmised to be largely independent of the
excitation mechanism, because similar, albeit not identical,
results were obtained by photo-excitation using different
laser wavelengths11,18 and by collision induced dissociation
(CID).7,20 Experimental dissociation energies could be
inferred from disappearance energies in CID experiments,7

demonstrating the enhanced stability of Si+6 and Si+10, and
that the fragmentation channels of Si+n (n = 12–25) are
correlated with relative stabilities of fragments composed
of 6–11 atoms. A study of soft X-ray photo-excitation of Si+n
(n = 9–19, 22–27)39 showed multiple charge states, but it was
also observed that the process produced Si+6 , Si+7 , Si+10, and Si+11
fragments for larger clusters.

Computational studies have addressed the fragmentation
pathways and dissociation energies,25,31,35 indicating a
preference of silicon clusters composed of more than eight
atoms to disintegrate by losing relatively large fragments,
reproducing the general features of the experimental findings
as they were known at the time.

Efforts have also been made to correlate the size-dependent
stability to the geometrical structures of the clusters. Small
silicon clusters (n = 4, 6, 7) deposited in an inert matrix were

0021-9606/2015/143(22)/224313/9/$30.00 143, 224313-1 © 2015 AIP Publishing LLC
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studied by Raman spectroscopy.23 Ion mobility measurements
have provided information on the shapes of charged silicon
clusters.26,29 More recently, infrared multiple photon dissoci-
ation experiments have provided conclusive structural assign-
ments of the neutral (n = 6–10, 15) and cationic (n = 6–11,
13-18) clusters.36,38 The same technique has also been used to
study the influence of a single dopant atom on the structure of
the clusters.40–44 Density functional theory (DFT) calculations
have been used to explore the lowest energy configurations of
silicon clusters in different charge states.28,30–34 Second energy
differences, as a measure of the relative stability of clusters,
were calculated and provided local maxima for neutral Sin
(n = 6, 7, 10)30 and cationic Si+n (n = 6, 7, 11),31 in agreement
with the experimental findings. However, an intuitive correla-
tion between stability and structure of silicon clusters is not yet
available.

In summary, the present study was motivated by the dual
purpose of finding the lowest energy fragmentation channels
and measuring the radiative cooling of small, cationic silicon
clusters, providing essential information for understanding of
their size-dependent properties.

EXPERIMENTAL PROCEDURE

The procedure used here was, in brief, to multi-photon
ionize and excite neutral clusters, extract the ions with an elec-
tric field which is switched on with or without a time delay after
the laser pulse, and measure the metastable (i.e., delayed) frag-
mentation of the ions in the field-free region after acceleration.

The clusters were produced in a laser vaporization
source,45 operated with a pulsed Nd:YAG laser (532 nm,
10 Hz) providing pulse energies of 15-25 mJ. Helium gas
at a backing pressure of 7 bars was introduced by a pulsed
supersonic valve into a waiting room just before laser ablation
of a silicon target, which was a piece of a commercial, high
purity wafer. The clusters were thermalized by the helium to
room temperature. This left the clusters with an internal energy
much below the threshold for unimolecular dissociation on the
relevant experimental timescales. After adiabatic expansion

and passage through a conical skimmer, the beam entered the
extraction region of a reflectron time-of-flight (TOF) mass
spectrometer. The apparatus is schematically presented in
Fig. 1. The charged clusters produced in the source were
prevented from entering the extraction region by raising the
first extractor grid downstream from the source to a positive
potential of 10 V, except when the cation distribution from
the source was probed. The remaining (neutral) clusters were
ionized and photo-fragmented by an intense pulse of UV light
(3rd harmonic of a Nd:YAG laser, 355 nm, 10 Hz). The laser
beam had a diameter of 6 ± 1 mm and excited and ionized
the clusters in the first field of the two-field ion extraction.
The laser pulse energy, measured with a pyroelectric energy
sensor, corresponded to a fluence above 100 mJ/cm2. The
fragmentation of the photo-excited clusters was extensive.
Measuring the size distribution of cationic clusters produced
in the source, i.e., without the 10 V blocking potential, showed
no clusters below n ≈ 20. With the 10 V blocking potential
and after the combined multi-photon ionization and heating by
the laser, the distribution peaked between n = 6 and n = 11.
Mass spectra of the clusters were typically averaged over 104

laser pulses.
After acceleration and free flight at ground potential, the

clusters entered the reflectron. The reflectron consists of two
fields of different strength, a short and strong entry field, and
a longer and weaker field where the clusters spent most of
their time inside the reflectron. After exiting the reflectron,
the clusters again moved through the field-free region and
finally hit the primary detector. The delayed (metastable)
fragmentation measured was the statistical decay that occurred
after the initial acceleration in the TOF mass spectrometer and
before entry into the reflectron.

In order to identify the parent and the charged daughter
product of the metastable decay, the two potentials of the
reflectron electrodes were varied proportionally. This is
parametrized by the single parameter α, where the value
α = 1 corresponds to the optimal mass resolution of the
mass spectrometer. This situation is presented in panel (a) of
Fig. 2, in which both promptly produced cluster size n and
the metastable fragmentation product with the same size are

FIG. 1. Schematic overview of the apparatus (not to scale) depicting the regions of laser excitation, ion extraction, free flight, ion reflection, and detection.
Important lengths are L1= 21 mm, L2= 10 mm, L3= 10 mm, L4= 100 mm, L5= 790 mm, and LR = 1230 mm. The distance x, measured from the first
extraction electrode to the point of laser excitation, is x = (12±3) mm. The applied voltages on the extraction and reflectron electrodes are V1= 3550 V,
V2= 2700 V, R1= 3593 V, and R2= 2336 V at scaling factor α = 1 (discussed in the main text). The times t1 and t2, indicated as distances on the figure, are
defined in the main text.
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FIG. 2. Time-of-flight spectra for different values of α.
In panel (a) (α = 1) both the prompt and the metastable
fragments are observed, while in panels (b) and (c)
(α < 0.8) only metastable fragments reach the detec-
tor, because the prompt fragments do not turn in the
reflectron. The channel dependent effect of changing α
becomes clear when comparing the peak corresponding
to Si+6 → Si+5 with the peak for Si+16→ Si+10. The former
shifts by 2.84 µs when the scaling factor is changed from
α = 0.78 to α = 0.69, while the latter shifts only 0.32 µs.
The width and asymmetric shape of the peaks in frame
(a) are mainly due to the isotopic composition of silicon
(92% 28Si, 5% 29Si, and 3% 30Si).

detected at the same flight time. Changing the value of α
from unity separated the flight time for clusters that did and
those that did not undergo metastable fragmentation during
the free flight toward the reflectron. For small values of α,
the metastable fragments turn in the reflectron while the more
energetic prompt fragments fly through it, ending undetected
by the primary detector. Two examples of spectra at reduced
reflectron voltages are shown in panels (b) and (c) of Fig. 2.

Tracing the flight time of the metastable peaks with
varying α allows to identify the fragmentation pathways, i.e.,
to assign the masses of both the metastable parent cluster
and the fragment. Identification of the parent cluster required
measurements over a wide range of reflectron voltages, making
use of the fact that a different fragment-to-parent mass ratio
implies a different minimal α required to turn the fragments
in the reflectron. As a control of the procedure, a detector

was placed behind the reflectron to detect the clusters that
did not undergo metastable decay. The assignment of the
fragmentation pathway is illustrated for two examples in
Fig. 3. For a given parent size, different fragment sizes had
very different flight times and could easily be distinguished,
based on a comparison with calculated flight times for
different values of α. See supplementary material for a detailed
explanation of the procedure used.46

Radiative cooling is measured by delaying ion extraction
after laser excitation with a variable delay and tracing the
amount of metastable fragmentation as a function of this delay.
Reference spectra at α = 1 were recorded separately to obtain
the parent intensity needed to calculate the metastable fraction,
i.e., the ratio of the fragment intensity to the sum of the
fragment and parent intensities. The delay between the laser
pulse and the switching on of the extraction fields was varied

FIG. 3. Examples of assignment of parent and fragment sizes of the metastable fragment peaks. Experimental flight times are compared with calculated values
for different fragmentation pathways. The error bars on the modeled points are mainly due to the uncertainty in the position of the excitation laser spot.
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between 0 and 1.8 µs. The method has been used previously
to study the radiative cooling of laser heated fullerenes4

and niobium clusters.3 The two reflectron potentials were
reduced to α = 0.69 to separate prompt and metastable ionic
fragmentation products. The method is based on the fact
that in the absence of radiation, the decay will proceed as
a power law in time with power −1,6,47,48 where the time is
measured from the laser excitation in the extraction region.
The metastable decay between t1 and t2 is then proportional
to ln(t2/t1), with ti = ti,0 + ∆t (i = 1,2), where ∆t is the delay
between the laser pulse and the switching of the extraction
voltage, t1,0 is the time from the start of the acceleration
of the cluster ion to the moment of mass selection in the
accelerating stage of the mass spectrometer, and t2,0 is the time
from the start of the acceleration to the entry into
the reflectron. The mass selection in the acceleration
occurs when the cluster is somewhere between the
starting point and the exit of the acceleration stage. The
operational point is set to the time where the clusters
have reached half their final kinetic energy. Deviations
from this logarithmic decay fraction indicate radiative
cooling.

RESULTS AND DISCUSSION

Fragmentation pathways

Table I lists the assigned fragmentation channels. The
fragmentation pathways observed in this study are compared
with results of earlier photo-excitation11,18 and collision-
induced dissociation20 experiments on mass selected cationic
silicon clusters, also included in the table. The fragmentation

pathways could not be reliably determined for n = 20 and
n > 21. For the small clusters with n < 5, the metastable
decay is suppressed by the small heat capacity of the clusters
for well understood reasons (see, e.g., Ref. 49).

The photo-excitation in Ref. 18 produced more charged
fragments than the CID experiment, but the dominant products
are the same. The multi-collisional CID experiments can be
expected to give a more accurate mapping of the lowest energy
channels, because the excitation energy is transferred directly
into the vibrational motion. The presence of a relatively
large number of clusters with more than one decay channel
in the CID experiments suggests the presence of sequential
decays and/or large energy transfers in those experiments.
Therefore, the assignment of the lowest energy channels
suffers from some of the same ailments as the photo-excitation
experiments in Refs. 11 and 18. In the present experiments,
only one fragmentation channel is observed for each cluster
size studied. The charged fragment size obtained here is either
identical to (for parent sizes Si+n, n = 5–8, 10–12, 16, 18)
or larger (for parent sizes n = 9, 13, 15, 17, 19, 21) than
the dominant channel in the CID experiments of Ref. 20.
For all sizes in the present study, the metastable fragment size
observed was a minor channel in Ref. 20, except for Si21 where
the two experiments even show different channels. Both of
these observations strongly suggest that the channels observed
here are the lowest energy fragmentation pathways. At this
point, a fast sequential decay with an unobserved intermediate
species cannot be ruled out without further consideration. This
question will be discussed below when the relevant theory has
been presented. In addition, the present data resolve the
uncertainty of the preferred fragmentation pathways of Si+13,
Si+17, Si+19, and Si+21.

TABLE I. Observed fragmentation products in this study, and the corresponding observed charged decay products
after laser excitation (Ref. 11, 532 nm; Ref. 18, 266 nm) and collision induced dissociation.20 The main charged
channels are indicated by bold face. The results in Ref. 18 may include ionization of neutral fragments. The
fragments in the last three columns are listed in order of decreasing abundance.

Parent
Charged (neutral)

fragment, this work
Charged fragment,

Ref. 11
Charged fragment,

Ref. 18
Charged fragment,

Ref. 20

Si+5 4 (1) 4 . . . . . .

Si+6 5 (1) 5, 4 . . . 5, 4

Si+7 6 (1) 6, 5 . . . 6

Si+8 7 (1) 7, 6 . . . 7, 4, 6

Si+9 8 (1) 6, 8, 7 . . . 6, 8

Si+10 6 (4) 6, 7 6, 4, 7, 5 6

Si+11 7 (4) 7, 6, 5 7, 6, 5, 4, 10 7, 6

Si+12 6 (6) 6, 10, 8a 6 6

Si+13 7 (6) . . . 7, 6, 12 6, 7

Si+14 7 (7) . . . 7, 8, 10, 6 7

Si+15 10 (5) . . . 8, 9 8, 9

Si+16 10 (6) . . . 10, 6, 4 10

Si+17 11 (6) . . . 10, 11, 7 10, 11

Si+18 11 (7) . . . 11, 15, 17, 8 11

Si+19 12 (7) . . . 9, 10, 6, 7, 12, 13, 16 9, 12, 10

Si+21 15 (6) . . . 11, 6, 7, 8, 9, 10 11

aFor these numbers the results from the spectrum shown in Fig. 2 of Ref. 11 are used.
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Finally, a comparison with calculated lowest energy
channels by DFT simulations should be made. From the
many theoretical studies on silicon clusters, Ref. 31, on
cationic clusters, was selected for this purpose. The calculated
minimum energy structures in Ref. 31 agreed well with
the ones assigned by infrared multiple photon dissociation
experiments.36 The studied decay pathways of Si+n (n = 2–13)
find that monomer evaporation is the preferred channel for
n ≤ 8 and fragmentation into larger pieces for n ≥ 9. For
all sizes, the calculated preferred fragmentation channel
agrees with the current experimental observations, except for
n > 9, where fragmentation into Si+5 + Si4 is computationally
predicted while monomer evaporation is the observed channel
in this study.

Radiative cooling

The power law decay and the consequent logarithmic
dependence of the amount of metastable decay are modified
in the presence of thermal radiation. The quenching effect of
the radiative cooling on the unimolecular dissociation can be
manifested in two different ways. In one, the radiation can be
treated as a continuous loss of internal energy, parametrized
in terms of an emitted power, without any reference to the
wavelength of the emitted photons. This type was observed and
quantified in experiments on fullerenes.4 The size dependent
decay rate, Rn, was discussed in Ref. 6 and found to be

Rn(t) ∝ 1
ewnt − 1

, (1)

where a non-zero value of wn indicates the presence of
radiation. wn is related to the radiatively emitted energy by
the definition3

wn ≡
d ln kn

dt
, (2)

evaluated at the energy where knt = 1, with kn the rate
constant for unimolecular dissociation. An expression for the
right hand side of Eq. (2) will be calculated below.

The other type of radiation pertains to clusters with
small heat capacities and/or photons with an energy which is
sufficiently large to quench the unimolecular decay completely
by emission of a single photon. The modification of the
evaporative decay rate for this situation is50

Rn(t) ∝ e−kp,nt

t
, (3)

where kp,n has a simple interpretation as the photon emission
constant for cluster size n. This expression is relevant for
electronic transitions with relatively high photon energies and
large transition matrix elements compared to, e.g., vibrational
transitions. It should be stressed that the description refers
to a situation where one or more electronically excited states
are thermally populated. In particular, it does not refer to
clusters that survive in a specific electronically excited state
produced in the initial photo-excitation. Photon emission
from thermally excited electronic states has been observed
from several different ions, see, e.g., Refs. 5, 51–53, and 50,
and there is no reason to exclude this process a priori from
consideration for silicon clusters.

Note that the nature of the two cooling processes is
very different. The use of different symbols (wn and kp,n)
emphasizes this fact. Given the very high radiative rate
constants reported in this study (see below), one may suspect
that Eq. (3) is the relevant equation here, but due to the similar
behavior of the two expressions, this cannot be determined by
curve fitting. Although the interpretation of the fitted constants
is very different in the two cases, the curves are in fact very
similar. The main difference between the expressions is that
the numerical value assigned to the constants wn and kp,n

differs by 35% from a fit of the same curve. The metastable
decay can then be expressed with the same equation in the
two cases. Denoting 1/kp,n or w−1

n by the common symbol τn,
the amount of metastable decay3 is given by

Mn = an ln
(

1 − e−(t2,0+∆t)/τn

1 − e−(t1,0+∆t)/τn

)
, (4)

where Mn is the metastable fraction, i.e., as defined in the
Experimental Procedure section. The parameters an, τn are
positive and cluster specific constants. Fits of the data for τn
with this expression are the main results for the radiative part
of the article. When τn is big, the expression reduces to the
simpler expression

Mn = an

(
ln(t2/t1) − 1

2
(t2 − t1)/τn

)
. (5)

With the delayed extraction protocol used here, the difference
t2 − t1 is constant and as a first estimate τn can then be
determined from a plot of Mn vs. ln(t2/t1). Such plots provide
a fast and robust signature of radiative cooling on the timescale
of the experiment (about 20–50 µs). Note that the (unlikely)
presence of an amount of cold cationic clusters only affects
the fit of the coefficient an and not the radiative time constants.
Fig. 4 shows two examples of a plot of Eq. (5), one with and
one without observable radiative cooling.

To extract a value for τn, Eq. (4) is used to fit the
metastable decay fraction Mn as a function of delay time
∆t. The fitted values are shown in Fig. 5. The values
for n = 5, 9, 11, 13 are consistent with the emission of
radiation, corresponding to cooling times of 3-13 µs. For the
sizes n = 6, 7, 8, no radiation is observed with a 2σ-level
criterion. The values of cooling times are on the same order of
magnitude as those measured for cationic niobium clusters in
the same apparatus,3 and also of the ones measured for cationic
fullerenes.4,54 This is likely to be related to the high stability
and concomitant high internal energy at the evaporation point
of all these materials. The cluster temperatures for which these
τn’s are observed are calculated below.

As mentioned, the interpretation of the τn’s depends on
the nature of the emission processes. If, as we suspect, the
photons emitted are of an energy so that a single emission
quenches the unimolecular decay, the measured (reciprocal)
times are simply the Einstein A-coefficients of the excited
state times their thermal population.50

The alternative continuous cooling requires some analysis
before the emitted power can be given. Rewriting Eq. (2), the
radiated power P is related to wn as

wn =
∂kn
∂T

dT
dE

Pn. (6)
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FIG. 4. The metastable decay fraction
vs. ln(t2/t1) for Si+7 and Si+11. For the
latter, the intercept with the ordinate is
clearly below zero, indicating the pres-
ence of radiative cooling. For Si+7 , radi-
ation is not present on the timescale of
the experiment.

It is possible to use an Arrhenius expression for the rate
constant kn, if the parameters, including the temperature, are
defined properly.55 Then the relation becomes

wn =
Ea,n

CnkBT2
e

P, (7)

where Ea,n is the evaporative activation energy, Cn the heat
capacity, and Te the highest temperature in the ion ensemble
at time t = 1/wn. The activation energy differs from the true
value55 but is, modulo the extrapolation to finite sizes, the
same as the one extracted from a fit to vapor pressure data.
Similarly, the heat capacity is an effective value, not equal
to the canonical value. The effective temperature, Te, differs
from the microcanonical temperature56 by the finite heat bath
correction (see also Ref. 57).

Although it is not needed for the further analysis, it is
instructive to discuss the parts of the parameter space where
either Eq. (1) or Eq. (3) is the relevant description of the
cooling. This is done by considering the relative change in a
rate constant upon photon emission.58 The crossover photon
energy is given by

hν0 = Ea,n
Cn

[ln(ωt)]2 . (8)

FIG. 5. The radiative cooling rate constant 1/τn fitted from the data, with
one sigma error bars.

For larger energies, the emission of a single photon will
quench the decay and for smaller energies the cooling is best
treated as continuous. With values lnωt = 25, Ea = 3 eV,
and Cv = 3n − 6, hν0 becomes equal to 43 meV for N = 5,
260 meV for N = 20, and 1.4 eV for N = 100. For comparison,
black body radiation will have an average photon energy of
480 meV at the temperature of 3 eV/ lnωt = 1400 K.

Several results necessary for the application of unimolec-
ular theory for the calculation of wn are presented in the
Appendix, where also G is defined. Combining Eq. (A5) with
Eq. (7) gives

wn =
G2

CnEa
Pn =

Pn

Ea
seG/s(1 − e−G/s)2, (9)

or

Pn = wn
Ea

s
e−G/s

(1 − e−G/s)2 . (10)

For the evaporative activation energy Ea,n we use the
values from Ref. 25. The emitted power resulting from this
analysis is shown in Fig. 6.

We remind the reader that the power shown in Fig. 6
refers to a description of continuous cooling. If instead the
cooling proceeds via the emission of a single photon from a
thermally populated electronically excited state, the reciprocal

FIG. 6. The emitted power vs. parent cluster size.
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time constant, τn shown in Fig. 5, is the photon emission
rate constant kp,n. The high value of A for such states
compared with those for vibrational transitions can more than
compensate for the smaller thermal population. As mentioned
above, such transitions have recently been observed in storage
ring experiments on the anthracene anion,51 C−6

52,53 and C−4 .50

The very high power calculated and shown in Figure 6
should be compared with a typical power of the infrared
radiation produced by vibrational transitions, which would
produce a photon of energy 0.1 eV or less, multiplied by an A-
coefficient of 102 s−1, or about 10 meV/ms, which is more than
a factor 103 smaller than the highest power calculated from the
data here. Using Eq. (A5) and the activation energies of Ref. 7
(Ea,5 = 3.8 eV, Ea,6 = 5.0 eV, Ea,7 = 4.0 eV, Ea,8 = 3.9 eV,
Ea,9 = 3.7 eV, Ea,10 = 3.8 eV, Ea,11 = 3.9 eV, Ea,12 = 2.7 eV,
Ea,13 = 2.5 eV), we find the effective emission temperatures to
be equal to 2120 K, 2760 K, 2190 K, 2120 K, 2000 K, 2040 K,
2090 K, 1430 K, and 1330 K for n = 5 through 13. These
temperatures are the effective fragmentation temperatures.
The microcanonical temperature relevant for photon emission
is most likely higher, but because the energy of the emitted
photons is not known, a precise value cannot be given.

From the present mass spectrometric data alone it is not
possible to assign geometric structures. From a comparison
of the radiative cooling rates with structures determined by
combined ion mobility and theoretical methods in Ref. 29 and
by infrared spectroscopy and theoretical methods in Ref. 36, no
clear correlation between geometric shapes and radiation rates
arises. Matters are complicated by the elevated temperatures
in this study, expected to cause strong deviations from ground
state structures. An interesting observation is that the radiative
time constants in Fig. 5 do not seem to be correlated with
the binding energies given in Ref. 7. The latter determines
the effective temperatures of the clusters, so this absence of
correlation is significant.

Carbon anions provide an interesting comparison because
carbon is also a group IV A element. For C−4 and C−6 , Eq. (3)
applies with photon emission time constants of approximately
10 µs and photon energies of the two excited states of C−4 at
1.34 and 2.71 eV, and the single excited state of C−6 at 2.04 eV
(other states contribute but with less amplitude).50,52 The
radiative time constant contrasts strongly with the behavior of
C−5 and C−7 that both cool by emission of infrared photons with
time constants on the order of one ms.58,59 The geometries of
these carbon anions are all linear in their electronic ground
state, as determined by ion mobility experiments.60 The
different behavior of these carbon cluster anions can therefore
not be ascribed to different geometries, but is instead traced
to the difference in electronic structure with low lying states
for C−4 and C−6 , combined with a high electron affinity which,
as seen from Eq. (A5), sets the energy scale of the ions.

Cluster stabilities and ionization energies (IEs)

The binding energies determine the excitation energy or
equivalently, the effective temperature at which the clusters
decay or radiate, as seen from Eq. (A5). For this reason and
because binding energies are of interest in their own right,
we have analyzed the data with respect to this aspect as well.

The analysis also yields improved values for some ionization
energies.

The analysis is restricted to situations where the mass
loss occurs in a single evaporation. It is therefore necessary
first to consider the possibility that an observed mass loss
is the result of two or more decays, of which the last is
by necessity significantly faster than the first. This is ruled
out for n ≤ 9 because these clusters lose only a single atom
during free flight. In general, the problem can only occur if
the dissociation energy of the first product is smaller than the
precursor dissociation energy by a significant amount, due to
the strong cooling of a cluster during the first evaporation.
Judging from Fig. 4 of Ref. 7, dissociation energies go up, not
down with mass loss in the size range studied here, and the
effect is therefore excluded, also for n > 9.

It is therefore possible to use the observed decay pathways
to order some of the ionization energies of the neutral silicon
clusters. The charged fragment will have the lowest IE of the
two. The ordering gives the following sets of inequalities:

IE(Si1) > IE(Si4) > IE(Si6) > IE(Si7)
> IE(Si11), IE(Si12), (11)

where a ranking between IE(Si11) and IE(Si12) is not possible,
and

IE(Si1) > IE(Si5) > IE(Si10), (12)

IE(Si1) > IE(Si8), (13)

and

IE(Si6) > IE(Si15). (14)

The inequalities are generally consistent with earlier
ionization energy measurements,24,37 but we can reduce the
upper limits for Si+4,5 in Ref. 24 significantly because the
ionization energy of the Si atom has been measured to
8.151 66 ± 0.000 03 eV.61 For larger silicon clusters only
bracketing ionization energy measurements were made in
Ref. 24, and it is possible to give better limits on these
results. Given that the temperatures of the clusters are fairly
high, the observed absence of parallel channels must mean,
conservatively, a difference of at least 0.1 eV in ionization
energy. A new upper limit is determined for n = 11, and it is
confirmed that the ionization energy of Si12 is indeed below
that of Si7. Our results are also consistent with the adiabatic
ionization energies reported in Ref. 37, with the remark
that we can add the inequality IE(Si6) > IE(Si7). Combining
the present inequalities with the earlier measurements24,37,61

results in the IE values that are listed in Table II.
In analogy to the inequalities that can be established for

the ionization energies, the observed decay channels imply
a number of inequalities among the binding energies. All
information is contained in the observed decay channels,
which can be used for benchmarking theoretical calculations
of total binding energies, but several of the inequalities that
can be derived are interesting enough to be mentioned here.

The observed channel is the one with the highest rate
constant. Barring major differences in the unimolecular
frequency factors as well as changes of the average vibrational
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TABLE II. The new values of ionization energies of neutral silicon clusters,
given in bold face. The other values given are from Refs. 24, 37, and 61 (for
the monomer).

n IE(Sin) (eV) n IE(Sin) (eV)
1 8.151 66 12 7.17-7.46
2 >8.49 13 7.17-7.46
3 >8.49 14 7.17-7.46
4 8.0-8.05 15 7.17-7.46
5 8.0-8.05 16 6.80-6.94
6 7.9 17 7.46-7.53
7 7.8 18 6.80-6.94
8 7.46-7.87 19 6.80-6.94
9 7.46-7.87 20 7.47-7.53
10 7.9 21 6.80-6.94
11 7.46-7.7 22 5.85-5.95

frequencies with cluster size, the observed channel is the one
with the lowest activation energy or, equivalently, the biggest
binding energy. We will tentatively assume this is the case.
For the decay of Si+6 , for example, the observed decay channel
provides the four inequalities

BE(Si+5) + BE(Si1) > BE(Si+6−k) + BE(Sik), k = 2,3,4,5,
(15)

where BE(Siqn) is the (total) binding energy of the Siqn cluster.
The dataset in Table I gives a total of about 200 such
inequalities which involve 40 different binding energies, from
n = 1 to n = 20 for neutral and positively charged species.

Some of the inequalities derived involve two unknowns
plus the neutral dimer binding energy, BE(Si2), which is
equal to 3.17 eV.62 Defining the binding energy of the neutral
monomer as zero, we have

BE(Si+4+k) > BE(Si+3) + (k + 1)BE(Si2), k = 0,1,2,3,4.
(16)

Similarly, one gets for the charged cluster monomer
dissociation energies, i.e., the difference between the binding
energies D+n,1 ≡ BE(Si+n) − BE(Si+n−1), the following lower
limits:

D+n,1 > BE(Si2) = 3.17 eV, n = 4,5,6,7,8. (17)

Although these lower limits are not particularly strong (the
bulk cohesive energy per atom is 4.6 eV63), they are also
not completely trivial. From the decay of Si+10 and Si+11, one
derives for the neutral clusters

BE(Si4) > 1
2
(BE(Si3) + BE(Si5)) , (18)

and from the decay of Si+18 and Si+19 one has

BE(Si7) > 1
2
(BE(Si6) + BE(Si8)) . (19)

Finally, the decay of Si+12 and Si+13 gives the inequality

BE(Si6) > 1
2
(BE(Si5) + BE(Si7)) . (20)

SUMMARY

The pathways of delayed fragmentation of positively
charged silicon clusters after laser excitation have been
measured in a reflectron time-of-flight mass spectrometer
for clusters composed of 5, 19, and 21 atoms. All clusters
decayed via a single pathway, with higher masses of the
charged fragments than found previously in both collision
induced dissociation and photo-fragmentation experiments.
The channels measured here are most likely the lowest
activated energy channels. The radiative cooling of seven
clusters was measured by the quenching effect on the
metastable decay. The shortest radiative cooling time was 3 µs.
If the cooling can be considered continuous this corresponds
to a radiative power of 40 ± 10 meV/µs, but the values varied
strongly with cluster size. Several binding energy inequalities
were derived from the data, and previously published brackets
on ionization energies could be narrowed. Even though the
emitted photons have not been characterized, due to the
experimental challenge to measure photons emitted by a
dilute and fast moving ion cloud, this work has shown that
the emission of radiation is an important cooling mechanism
in small silicon clusters.
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APPENDIX: THE CLUSTER TEMPERATURE

To apply Eq. (7), first the frequency factor in the Arrhenius
expression is determined. For this purpose, the six highest
vapor pressure points in Table VII of Ref. 13 are fitted with
the function3

p
√

kBT
=

(
πm
8

)1/2
Ωe−Ea/kBT , (A1)

where m is the reduced mass of the monomer and daughter
cluster, Ω the Arrhenius frequency factor per unit area, and p
the vapor pressure. The fit gives the value 1.8 · 1033 1/s · m2

for Ω. With a geometric capture cross section σ of 8.9 Å2n2/3,
calculated from the bulk density, the frequency factor becomes

ω = Ωσ = 1.6 · 1014n2/3 s−1. (A2)

Next, the effective degrees of freedom, s, are calculated.
s is the average canonical heat capacity of reactant and
products, in units of kB. The heat capacity of bulk silicon is
temperature dependent, and we use the value, corresponding
to the experimentally measured bulk value at 2000 K, of

s = 1.1(3n − 6) = 1.1(3n − 7.5), (A3)

where n is the average number of atoms in the reactant and
product clusters. This corresponds to the loss of a neutral
atom, which is the observed channel for n ≤ 9. For larger
cluster sizes, the value is slightly different because the neutral
fragment is then a molecule which reduces vibrational and
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increases rotational degrees of freedom of the product state,
giving s = 1.1(3n − 9) + 1.5 from n = 10 and upwards. For
simplicity, we will use the expression in Eq. (A3) for all
sizes. Defining the parameter G ≡ ln(ω/τn) or G ≡ ln(ωt0,1),
whichever is the smallest, we can write the effective heat
capacity as55

Cn =
G2

s
e−G/s

(
1 − e−G/s

)−2
. (A4)

Without any appreciable loss of accuracy we can use the values
G = 18.9 + 7

6 ln(n), corresponding to a timescale proportional
to n1/2 and an Arrhenius frequency factor proportional to n2/3.

This value is also used in the calculation of the effective
temperature, viz., wn = ω exp(−Ea/kBTe) (replacing w by
1/t0,1 if the former is zero). This gives

Te = Ea,n/ ln(ω/wn) = Ea,n

G
. (A5)
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